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ABSTRACT 

An increasing share of intermittent renewable energy sources calls for more flexible energy systems. 
This flexibility - the capability of shifting energy use in time and/or magnitude - can be obtained, amongst 
others, by integration of thermal energy storage in district heating systems. Adequate control of storage 
systems allows increasing intermittent renewable energy supply and/or decreasing curtailment. In a 
district heating network, many different thermal energy storage systems are available, each with their 
own characteristics and dynamics. To facilitate an optimal selection and combination of these different 
storage systems, a flexibility characterization method was defined by IEA-EBC Annex 67. This paper 
verifies this characterization method by evaluating the energy flexibility provided by two sources 
inherently present in a district heating network, being the water thermal mass in the network pipes and 
the thermal inertia of the buildings connected to the network. The paper evaluates multiple scenarios, 
comparing different streets and small districts, and combining different dwelling types. The obtained 
energy flexibility characteristics shows that the network contribution is limited compared to that of the 
buildings’ thermal inertia, at least in the case of small networks. Furthermore, results show that the non-
linear characteristics of the district heating network, such as congestion, could complicate the 
aggregation of flexibility characteristics. 

 

INTRODUCTION 

The transition to a sustainable energy system with more renewable energy sources (RES) requires 
extensive changes to today’s energy system. Especially the intermittency of RES makes the generation 
of electricity/heat hard to accurately predict or control and hence calls for a different approach. Energy 
flexibility at the demand side [1] introduces the capability to adapt the energy use at a given moment to 
reach a certain goal, such as the prevention of RES curtailment [2], peak shaving [3] or self-consumption 
of RES [4]. District heating and cooling networks, and thermal networks in general, can use energy 
flexibility to improve their own performance (e.g., peak shaving and valley filling [5], integration of RES 
[6], optimizing combined heat and power (CHP) and heat pump operation [7], etc.). On the other hand, 
thermal networks can also provide ancillary services to electricity networks by using the energy flexibility 
present in the thermal network [8].  

Energy flexibility in thermal networks can be offered by thermal energy storage (TES), including 
dedicated storage systems, e.g. tanks and aquifers, and TES inherently present in the network, e.g. 
building thermal inertia [9] and the network pipes containing warm water [5]. In order to determine, 
compare and combine the available energy flexibility of the different TES systems, quantification 
methods are required. However, it appears that many different definitions and methods exist, varying 
from indicators quantifying different physical and technical aspects of energy flexibility [10], [11], over 
cost curves which link the energy flexibility to the cost of activation [12] to integrated evaluation of energy 
storage and optimal control [13]. An overview and comparison of these different techniques was made 
by Reynders et al. [14].  

In an attempt to create uniformity, the IEA-EBC Annex 67 [1] has, through an international collaboration, 
introduced flexibility functions, a novel methodology based on transfer functions to analyze an energy 
system’s different sources of energy flexibility [15]. Such a flexibility function is the energy system’s 
transfer function – i.e. change in energy use – to a change in a penalty function, such as the energy 
price. In contrast to flexibility indicators found in literature [14], these flexibility functions give a more 
comprehensive insight in the system’s behaviour in case of a request for energy flexibility.  

This work explores this proposed methodology by comparing two different TES systems (always) 
present in district heating networks, namely the thermal inertia of the buildings connected to the network 
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and the water thermal mass contained in the network pipes. To do so, optimal control problems are 
solved, each problem being different in the neighbourhood it considers and the TES system it uses to 
create energy flexibility. The solutions of these optimal control problems lead to step responses of the 
considered system in case of an energy flexibility call, which in turn results in the Annex 67’s flexibility 
functions. 

This paper first introduces flexibility functions and the corresponding step responses in more detail. 
Next, the methodology with which the corresponding step responses are determined and compared, is 
described. Finally, an overview of the results follows, along with a discussion of these results and main 
conclusions. 

 

Figure 1: Graphical representation of the flexibility characteristics derived from the flexibility function as 
obtained using the direct results from an (anticipating) optimal control problem. 

METHODOLOGY 

This paper presents a direct calculation method of the flexibility function. This procedure does not rely 
on time series analysis to identify the flexibility function as described in [15], but directly computes the 
step response by solving two consecutive optimal control problems using a different cost/penalty signal: 

1. A constant cost signal, which is considered the reference case. 

2. A step-shaped cost signal, increasing the cost in the middle of the considered week from 
1P/kWh to 2P/kWh (P is a fictitious unit to emphasize the artificial character of the penalty). 

By subtracting the outcome of the first optimal control problem from that of the second, a similar profile 
is obtained to that of the step response in [15]. A theoretic representation of the profile, including the 
flexibility characteristics obtained from this profile, is shown in Figure 1. The main difference with the 
step response profile in [15] is caused by the optimization’s anticipation of the penalty signal increase. 
Hence, the response already deviates from the reference signal before the penalty increase. As a result, 
determining the flexibility function through operational optimization can only be representative when 
(accurate) predictions of the penalty signal are available.  

The optimization problems are compiled and solved with the help of the Python package modesto [16] 
and have a horizon of one week, as this period is sufficiently long to show all dynamics of a small thermal 
network (i.e. buildings and pipes). In case only the building dynamics are modelled (as will be explained 
further on), a discretization of 15 minutes is taken. If the pipe dynamics are modelled, a finer 
discretization of 5 minutes is taken to accurately model the propagation of water through the network 
pipes. The first week of the year is analysed in this paper, from the 1st to the 7th of January. This should 
be kept in mind when analysing the results, as these responses might be entirely different when 
considering another time period [14]. The weather conditions are taken from a data set [17] describing 
a representative year for the climate of Uccle, Belgium. 

This paper focuses on the flexibility created by using a system’s thermal inertia (originating from the 
building structure or the water contained in the network pipes). The next paragraphs outline the different 
scenarios that are implemented for respectively the neighbourhood and model cases. 

Neighbourhood cases 

Different district heating networks are analysed in this paper, three cases are on street level and two 
cases are on district level. The topologies are shown in Figure 2: 

1. A detached street with 10 detached buildings,  

2. A mixed street with 5 detached and 5 terraced buildings, giving a mix of buildings with a higher 
and lower UA-value,  

3. A terraced street with 10 terraced buildings, 



4. A series district, where 3 streets are all connected to the production unit through a single 
distribution pipe, 

5. A parallel district, where 3 streets all have a separate pipe connecting them to the central 
production unit. 

In the street cases, each of the 10 buildings is modelled separately, although buildings of the same type 
have identical models. The district cases consist of the combination of different streets, as is also shown 
in Figure 2. However, to reduce optimization problem complexity (which is justified for the study 
envisaged here), the aggregation scheme proposed by Patteeuw et al. [2] is applied. Using this scheme, 
each street is represented by a single characteristic building model. However, the used aggregation 
method neglects the street network pipes. Additionally, the aggregated building model of Mixed Street 
was approximated by choosing a building type that has a UA-value between that of the detached and 
the terraced building. 

The building models are based on Belgian typologies as collected by Protopapadaki et al. [18]. The used 
types are listed in Table 1. The buildings’ comfort requirements are based on the profiles described in 
the ISO13790 standard [19]. However, to create diversity amongst the different buildings and streets, 
some stochastic behaviour was added to the profile, changing the requested temperatures and 
absence/presence periods slightly. To provide energy flexibility an increase of the indoor temperatures 
by 1°C is allowed. Domestic hot water was left out of the models for now, but will be added in a future 
stage. The buildings in the network have a minimum required supply temperature of 60°C. The building 
substations are modelled as heat exchangers with a constant temperature difference across the primary 
side of 30°C. The pipes are sized according to the heat demand of the buildings and the 
recommendations made in the IsoPlus catalogue [20].  

Table 1: A description of the building types used. For more information, see [18]. 

Building name Terraced Detached Mixed Street (Aggregated) 

Building type 

Terraced 

Age:  2008-2012 

UA-value: 217 W/K 

Detached 

Age:  2008-2012 

UA-value: 350 W/K 

Semi-Detached 

Age:  2008-2012 

UA-value: 285 W/K 

       

Figure 2: The topologies of the streets (left), series district (middle) and parallel district (right). 

Model cases 

Besides the neighbourhood composition, the cases also differ in the models that are applied to describe 
the district heating network in order to (un)lock different sources of flexibility. Table 2 presents the 
different model cases investigated in this paper.  

For the buildings, two models are used:  

1. A resistance-capacitance (RC) model, which is suited to model the thermal inertia of the building 
and hence gives access to the building thermal inertia’s energy flexibility. These models are 
based on the work of Reynders et al. [21].  

2. A heat profile, a deterministic profile that gives the heat extraction of a building from the 
network. This model is suited to prohibit the use of the energy flexibility of the building thermal 
inertia, and to ensure a linear program (LP) if the dynamic pipe model is used (see below). 

There are three options to model the pipes: 

1. An ideal pipe model, with no heat losses, no energy transport delays and no limits on mass 
flow rates through the pipes. 

2. A steady-state pipe model [22] with heat losses and mass flow rate limits but assuming steady-
state, i.e. the temperature in the pipes does not change through time. As the energy flexibility 
from the network pipes is based on changing the water temperature in the pipes, this model 
prohibits the use of the network’s energy flexibility. 

3. A dynamic pipe model [23] with heat losses and energy transport delays, offering the possibility 
to use the pipe’s energy flexibility. However, if the pipe mass flow rates are unknown, use of 



this model results in a mixed integer non-linear program (MINLP), which falls beyond the scope 
of this paper. If the mass flow rates are known, the resulting model is an LP. 

As listed in Table 2 the Buildings – ideal network and Buildings cases consider the buildings’ energy 
flexibility (both using the RC-model). Buildings – ideal network uses the ideal pipe model, and is hence 
equivalent to each building being perfectly connected to the central heat source, whereas the Buildings 
case takes into account the imperfectly insulated pipes and limited mass flow rates.  

By taking the heat profile as the building model, the Network case no longer considers the building’s 
available energy flexibility, and instead focuses on the network pipes’ energy flexibility by using the 
dynamic pipe model. Case Combined - LP uses the same models as the Network case but uses different 
building heat profiles: the Network case uses heat profiles that correspond with the buildings reacting to 
the constant penalty signal, whereas the Combined-LP case uses heat profiles describing the buildings’ 
response to the step penalty signal. Hence, Combined - LP first determines the buildings’ response, 
followed by the pipes’ response. A better alternative to Combined - LP would be to combine the building 
RC-model and the dynamic pipe model, as the optimization can then determine the two systems’ energy 
flexibility at the same time. However, the combination of these two models results in an MINLP and 
solvers for such problems are far more complex and time-consuming. Hence, instead of the Combined 
– MINLP case, the Combined - LP is selected to give a first estimate of a possible cooperation between 
network pipes and buildings. However, further research will consider the MINLP case as well. 

Table 2: An overview of the different model cases. 

Name Energy flexibility source Building model Pipe model 

Buildings - ideal network Buildings RC-model Ideal 

Buildings Buildings RC-model Steady-state 

Network Network pipes Heat profile (no building flexibility) Dynamic 

Combined - LP 1) Buildings 2) network pipes Heat profile (building flexibility) Dynamic 

RESULTS 

Solving for all combinations of cases (2 penalty signals, 5 neighbourhoods and 4 model cases) leads to 
40 optimizations. However, the final number of step responses to analyse is half this number as the step 
response is calculated by subtracting the reference penalty signal from the step penalty signal. An 
example of this calculation for both the Buildings and Network model cases is shown in Figure 3Error! 
Reference source not found..  

Figure 4 shows the remaining 20 step responses. The shape of these curves is similar to the example 
shown in Figure 1.  

 

Figure 3: An example of a step response calculation for the Buildings and Network model cases for 
the Terraced Street case. The step response (lower plots) is calculated by subtracting the reference 
profile from the step penalty signal profile (upper plots). The vertical dotted lines indicate the position 
of the step increase in the penalty signal. Note that the left and right plots have different scales for the 

ordinates. 

Buildings – network pipes comparison 

A first notable result in Figure 4 is the difference between delivered flexibility when comparing the two 
Buildings cases to the Network case. The energy flexibility delivered by the network pipes is much 
smaller than that of the buildings, as is also confirmed in Table 3, which shows the total thermal inertia 

and UA-value of both network pipes and buildings separately and their combination. It can be concluded 



that the pipes have a thermal inertia that is about a factor 1000 smaller. Their allowed temperature 
increase is higher, (10°C compared to 1°C for a building), though this is insufficient to counteract the 
smaller thermal inertia. This shows that the Annex 67 methodology produces results that are in line with 
expectations. 

The pipes might deliver a more significant contribution to the total delivered energy flexibility, should 
they be able to co-operate with the buildings. One simplified case of such a co-operation is the Combined 
– LP case, which is a sequential co-operation between the buildings and the pipes. However, as Figure 
4 shows, the difference between the Combined - LP case compared to the Buildings case remain small, 
even negligible. However, further conclusions regarding the possible cooperation between the network 
pipes and buildings can only be made after analysing the Combined MINLP case, which will be done in 
future research.  

 

Figure 4: Step responses of each case. The first two days of the week are not shown as there is no 
response yet in any of the cases and it shows the interesting results more clearly. 

Figure 4 also shows the minimum prediction horizon of the penalty signal (corresponding to the duration 
of anticipation 𝜉 in Figure 1) that is needed to optimally use the available thermal inertia of the systems. 
The larger time constant of the buildings (see Table 4) causes this prediction horizon to be high when 
comparing it to the charging time of the network pipes. Terraced street, with large time constants (i.e. 
slow to cool down again), has the largest charging time. These buildings stay warm longer, and can 
start charging earlier, as most of the stored heat will still be present after the price increase. Detached 
street has buildings that have smaller time constants (i.e. quick to cool down again). These buildings 



start charging later and hence have a smaller charging time, as these buildings are not as good in 
retaining the stored heat for a longer time period. These results confirm the findings of Reynders [11], 
leading to a further verification of the flexibility function method. 

Table 3: The system capacitance and UA-value of the different district heating subsystems. 

  Capacitance [kWh/K] Total UA-value [W/K] 

  Network Buildings Combined Network Buildings Combined 

Terraced street 0.39 292 292 36.4 2170 2206 

Mixed street 0.40 339 339 36.6 2835 2872 

Detached street 0.42 386 386 36.8 3500 3539 

Series district 1.28 944 945 43.7 8520 8564 

Parallel district 0.54 944 944 38.4 8520 8558 

Table 4: The time constants 𝜏 of the different district heating subsystems. Calculated with 𝜏 = 𝑅𝐶, R 
being the system thermal resistance and C the system thermal capacitance. [h] 

  Network Buildings 

Terraced street 10.6 135 

Mixed street 11.0 120 

Detached street 11.3 110 

Series district 29.3 111 

Parallel district 14.0 111 

Table 5: A comparison of the energy stored in the different subsystems (corresponding to A, see 
Figure 1) and the energy used (corresponding to B, see Figure 1)  for all cases. Note that the 

difference between stored and used energy is caused by heat losses in the system. [kWh] 

 Buildings - ideal 
network 

Buildings Network Combined - LP 

 Stored Used Stored Used Stored Used Stored Used 

Terraced street 773.23 579.51 802.15 594.69 0.69 0.35 806.59 596.96 

Mixed street 972.79 755.38 1022.87 785.07 2.92 1.68 1027.99 787.88 

Detached street 1190.59 946.42 1227.38 971.87 3.92 2.62 1233.41 975.30 

Series district 2883.15 2248.66 2913.23 2280.11 16.30 10.96 2929.63 2292.61 

Parallel district 2883.15 2248.66 2900.12 2281.09 7.62 4.16 2907.94 2286.20 

Comparison neighbourhood cases 

Table 5 shows the energy that was stored in the system’s available thermal inertia for the Buildings and 
Network cases. In the Buildings case, it can be seen that larger capacitances (see Table 3) cause a 
larger amount of stored energy. In the Network case, a clear (relative) difference can be seen as well. 
In the Series district case, this even leads to an increase of the used energy by a factor 2.6 when 
comparing it to the Parallel district, even though the difference in time constants (see Table 4) is only a 
factor 2.1. This difference is likely caused by the following aspects:  

1. The sizing of the pipe: the larger sizes of the Detached street and the Series district cases (see 
Table 3), create a larger potential to store energy in the network, leading to higher amounts of 
stored energy.  

2. The mass flow rates in the system: due to the Series district network topology and the resulting 
higher mass flow rates through each pipe compared to the Parallel district, water circulates 
faster through the Series district, making the energy spread out faster and giving more 
opportunity to charge the network. 

Congestion 

Another interesting aspect to study is whether flexibility functions of separate systems can be simply 
combined to form the response function of the overall system. If the system is linear, this should be the 
case, but one important aspect that makes thermal networks and energy systems in general non-linear, 
is congestion. In case of thermal networks, one example of congestion is the limitation on mass flow 
rates through the pipes to prevent excessive friction losses.  

The consequences of congestion are shown in Figure 5. The inclusion of mass flow rate limits in the 
Buildings case causes a difference between the Buildings – ideal network and Buildings cases. In the 
latter case, the optimization has to limit the mass flow rates and consequently the heat injection into the 
network. This causes the charging of the network to start earlier in the Buildings case. This is shown in 
more detail for the Mixed street case in Figure 5. It is interesting to see the difference between the 



charging of the terraced and detached buildings. In order to compensate for the congestion, the buildings 
are charged extra before the congestion period (the red zone in Figure 5). Afterwards, the detached 
buildings receive slightly more heat, most likely to counteract the faster cooling of these buildings. The 
terraced buildings on the other hand, receive less heat after the congestion period.  

Hence, in case of a congested network, the step response of the street (Buildings case) is not the same 
as the sum of the step responses of the separate buildings (Buildings – ideal network case). This is in 
an important limitation of the flexibility function method as proposed by the IEA-EBC Annex 67, as one 
of the method’s main advantages would be that the of sum of separate subsystems’ flexibility functions 
lead to the combined system flexibility function . However, in case of congestion or another non-linearity, 
this relation is no longer valid. 

 

Figure 5: The decisions made in the Mixed street case. Both the Buildings - ideal network and the 
Buildings case are shown. The upper plot shows the heat extraction of all terraced buildings, the 

middle plot shows the heat extraction of all detached buildings. The lower plot shows the mass flow 
rates passing through the production unit. The congestion period is indicated by the red zones. 

CONCLUSION 

This work explored and verified flexibility functions (transfer functions, inspired by the work of IEA-EBC 
Annex 67) that can be used to quantify energy flexibility. The step responses corresponding to these 
transfer functions were used to analyse and compare the energy flexibility that can be delivered by the 
thermal inertia of both buildings and network pipes in district heating networks. To this end, different 
optimal control problems of several neighbourhoods, differing in type of buildings and network size, were 
solved. These optimal control problems also differed in the models they used to represent the district 
heating network, thereby (un)locking the energy flexibility of the thermal inertia of buildings and network 
pipes. 
Analysis of these different cases showed that the flexibility that can be delivered by the network pipes 
is limited, certainly compared to the flexibility delivered by the buildings’ thermal inertia. These and other 
results that can be derived from the flexibility functions are in accordance with results obtained in 
previous research, leading to a verification of the proposed flexibility function methodology. However, 
an important limitation of the methodology became apparent. In case of congestion, the behaviour of 
the subsystems changes in order to deal with the congestion caused by e.g. mass flow rate limits. This 
change in behaviour causes the separate step responses to no longer sum up to the overall system 
response, limiting the applicability of the methodology.  
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