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ABSTRACT

This thesis is concerned with the integration of ssimulation into the building design
process to give designers a better understanding how design decisions influence the energy
and environmental performance of a building, therefore increasing the awareness for these
issues during the complex decision making process of the contemporary design process.

A concept was developed for a smulation supported design process (SSDP), which is
based on the RIBA (Roya Institute of British Architects) Design Plan of Work and identifies
for different building design stages appropriate simulation exercises. The implementation
concept for the SSDP was to use the same simulation engine throughout the design process,
but develop interfaces and performance analysis methods which address the requirements at
different building design stages (typical users, potential time constrains, etc.).

To enable the creation of advanced simulation models at the Outline Design Stage the
ODS Interface was developed. This is intended for use by architects, who were identified as
main users of the program. It utilizes a Database Management System in order to support the
various data processing functions that need to be carried out during the application of an
advanced simulation program. In addition a CAD tool is used for the specification of the
smulation model geometry. The CAD drawing is also used to indicate zones or surfaces
during the model attribution process.

Further research had the am of enhancing the analysis of performance predictions
obtained from a simulation exercise. This resulted in the development of an Integrated
Performance View (IPV) for early design gages and for the application by non-simulation
experts. To support smulation specidists at later, detailed design stages, data mining was
introduced for the in-depth analysis of performance predictions obtained from a smulation
exercise. Clustering was identified as a particularly useful technique. Barriers for the
application of data mining in conjunction with building simulation were also identified and
discussed.

Three case studies are presented to show how research and development described in the
thesis can support design decision making that considers and addresses energy and
environmental issues. The case studies show how the application of simulation can result ina
more informed decison making process and an improved design quaity. Findly the
outcome of asurvey is described which provides insight into how designers regard the use of
simulation in the building design process. The survey emphasises the fact that research
presented in this thess was successful in contributing to the integration of building

simulation into the building design process.
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CHAPTER 1

INTRODUCTION

1.1 The evolution of buildings and changesin the building design process

1.1.1 Theevolution of buildings

Most people nowadays live (at least in developed countries) in buildings where the
environmental conditions are controlled by adjusting room temperatures, luminance levels
and ventilation rates. The type and degree of contrd available varies, depending on aspects
such as the building usage, the climatic conditions and the technical standards of the country
where the building was constructed. Nevertheless, in principle it is now possible to provide
any environmental condition in a building independent of the climatic conditions where it is
located. This was not always the case: buildings have changed over time.

The firgt buildings were used to provide protection from the environment. This became
necessary with humans moving into regions where the climatic conditions differed from the
warm areas where they had originally emerged, aong with changes to the physical
appearance of humans, making it difficult or in most cases impossible to survive without
some sort of protection. In the early stages, this protection was provided by nature in the
form of caves, cliff overhangs and the like. Later, people started constructing their own
protected areas in the form of buildings. These were till fairly primitive constructions.

After thisinitial phase a second period started, whereby in some cultures shelter was not
necessarily the prime objective in a building design. In addition to protection from the
environment, occupants asked for an internal environment which they perceived as pleasant
and comfortable. One example is the underfloor heating systems used by the Romans (Figure
1.1), where heat was provided in a way that increased the comfort perception of the
occupants [Lechner 2001]. Another example is cooling towers in arid regions (Figure 1.2)
such as in North Africa [Lechner 2001] which generate, in combination with massive walls
and small windows, a pleasant environment for the occupants.

However, over the years new inventions and technical developments again changed the
way in which buildings were designed, removing more and more of the limitations
previously imposed by nature. It is now possible to build in a hot, arid climate a building that
despite fully glazed facades and high interna heat loads still provides acceptable thermd
comfort conditions. Another example of how previous limitations were overcome are deep



core buildings where rooms in the core location are lit by artificia light and ventilated by

mechanical systems.

Figure 1.1: A Roman underfloor heating system (from [Lechner 2001])

dB Temp = 35°C
wB Temp =22°C

dB Temp =24°C

|

Figure 1.2: Principle of a cooling tower for hot and dry climatic conditions

Three main building services inventions can be identified as having enabled such
design: (1) the invention of the light bulb, (2) mechanica ventilation systems and (3)
chillers that can cool air or water. Another building services invention that relates not to the
environmenta control of a building but which moved the boundaries of building design was
the development of lifts, enabling the easy transport of people and goods in high buildings.

This, in combination with novel structural engineering methods (for example steel beams,



reinforced or pre-stressed concrete) alowed the design of previously unknown building
shapes.

All of this has led to the design of the buildings we live in today, and further changes
can be envisaged in future. Brungl University [2000] has defined five waves of human
technical development, the fifth wave being the information dissemination wave with
inventions such as digital networks, software and new media (see Figure 1.3). These new
inventions may well give raise to a new generation of buildings. Buildings could then be
fully networked and hence controlled, operated and occupied in a manner different to current
buildings. Research in this areais aready underway [Clarke et a 2002, CIBSE 2002].

Internal Combustion | Petrochemicals Digital Networks

Water power
Software / New media
N
F’ K

Textiles Engine/Electricity [ Electronics

Iron Chemicalg

Pace of innovation

First Wave '’ Second Wave P Third Wave W Fourth Wave \

1900 1950

Figure 1.3: The five waves of human technical development (after [Brunel University 2000])

1.1.2 Quality of contemporary buildings

Despite the fact that a new generation of building(s) seems very likely, a common
opinion is that contemporary buildings are often of poor quality. Sick building syndrome is
an umbrella term for a number of phenomena that relate to buildings that provide an
environment that is not pleasant, or that can even affect the heath of the occupants. On aless
dramatic scale it is not uncommon that occupants complain about poor ventilation,
inappropriate heating control or overheating of spaces in summer [Jones 2001 b]. In this
respect, it is often said that designers of pre-modern buildings were much more capable of
‘getting it right’ [Lechner 2001, Schneider 1996]. This is a view that will be investigated
below in more detail.

1.1.3 Changesin the building design process

The changes of building design described in the previous section have also affected the
building design process. Modern building design has moved away from a craft-based
approach [Lawson 1990], where the building was the result of generations of evolution with
an end product that is a totally integrated response to a limited number of problems (e.g. the
climatic conditions in the location where the building is located). Lawson [1990] offers the



examples of an igloo and a highland croft and points out that their design is atotally different
proposition to the provision of housing in the noisy, congested city. He points out that

“the list of difficulties unknown to the builders of igloos or highland

crofts is almost endless. Moreover each city centre site will provide a

different combination of [...] problems”.

An increased number of design difficultiesis only one change in contemporary building
design. The technical developments described at the beginning of this chapter give the
designer a considerable number of options for tackling these problems. In addition, the
modern building designer has to address legidative requirements, ranging from town
planning to fire protection and energy conversation measures. Some of these kgidative
requirements are specified in the Building Regulations and will be discussed in the following
section in more detail.

To support the designer in decision making in this complex and multi-objective planning
process Design Decision Support Systems (DDSS) have been developed [Henrikson 2000]
which the designer can apply if this is seen as necessary or relevant. These systems address
aspects such as the cost of a building design or the design of the structural frame of the
building. Some more novel examples are computer generated 3D animations of a building to
give the designer and client a ‘fed’ for the design. Other systems address energy and
environmental issues. The following section first discusses the concept of Building
Regulations and then introduces different energy and environmental DDSS that can be
utilised in the contemporary building design process.

1.2 Building Regulations

Building Regulations are produced by governmental bodies with the aim of ensuring
that new building stock achieves a minimum energy (and nowadays also environmental)
efficiency. They are the only energy and environmental considerations that (at least for new
build design projects) the designer is obliged to address. Examples are the Building
Regulations Part L for England and Wales (Part Jfor Scotland)* [DTLR 2002 a, DTLR 2002
b] and the German ‘Wéarmeschutzverordung' [WSchV O 1994].

In many western developed countries the first building regulations were originaly
developed in response to the energy crises of the early seventies [Oosterhuis and Nieuwlaar
1998, Gero et al 1983], as a result of which many Governments saw a need for the reduction
of the energy consumption in the building stock. Initially these systems focused mainly on

! Below only referred to as “Building Regulations’.



the heating energy consumption of the building, with an emphasis on conductive heat loss
through the building envelope. Later, they were expanded to also address phenomena such as
plant efficiencies, ventilation heat loss and solar gains, and to consider other energy
consumers in the built environment (cooling, lighting, mechanical ventilation).

This growth of aspects that are addressed in the Building Regulations facilitates a move
towards an integrated design team where both the architects and building services engineers
are encouraged to find an appropriate design solution for a particular project [Jones 2001 b].
The relevance of this development will be discussed later in more detail (section 1.6.4). After
having given an introduction to Building Regulations in general the remainder of this section
given an overview of the UK Building Regulations.

Currently (2002) the Building Regulations in the UK allow the designer to carry out an
energy performance assessment in three different ways. The first (and simplest approach) is
the Elemental Method where specific elements of the proposed building design have to fulfil
certain criteria. The method includes maximum window sizes and insulation levels (U-
values), requirements for plant efficiencies and specifications regarding the performance of
the ventilation system. If a building does not pass the required standards based on the
Elemental Method it is dso possble to apply a trade-off between different design
components, e.g. by showing that heat loss through a large window will be compensated by
other, well insulated components of the building envelope®.

If the Elemental Method still results in the building ‘failing’, it is possible to apply the
Whole-building Method or Carbon Emission Calculation Method in which the building is
assessed by smulating its performance in order to predict its carbon emissions®. The pass
criterion for the Whole-building Method is that the carbon emissions of the complete
building are not greater than maximum values specified for different building types. To show
compliance with the Carbon Emission Calculation Method, the calculated annual carbon
emissions for the proposed building should be no greater than those for a notional building of
the same size and shape designed to comply with the Elemental Method.

The introduction of the Whaole-building Method and Carbon Emission Calculation
Method is a significant change in the way the Building Regulations address energy

1 This method does not have its own name, but is described as part of the Elemental Method under the section
‘Trade-off between construction elements’.

2 The Building Regulations do not specify which simulation tool or method to apply for theprediction of the
building performance. Building control decides for each design project if the tool that was used is adequate. For
thisreason it is necessary to submit with every application for compliance under the Whole Building Method or
Carbon Calculation Method a specification of the simulation tool that was used.



efficiency. A first significant difference is the fact that the methods remove the design
restrictions that the Elementa Method imposes on the designer by specifying design
parameters such as the construction used or window sizes. Secondly the methods embrace al
the energy consumers in the building. This allows a trade-off approach between different
energy consumers, hence further increasing the flexibility of the designer (e.g. lighting
energy consumption vs. heating energy consumption). This trade of aso includes an
assessment of the energy type used (hence the use of electricity rather than gas as an energy

source would be penalised).

1.3 Energy and environmental DDSS (EEDDSS)

There is a variety of energy and environmental DDSS (EEDDSS) available to the
contemporary building designer. These range from design guidelines and rules to building
simulation tools, which aim to predict the building performance of a certain architectural
and/or engineering design proposal. The main groups are listed in Table 1.1 as a summary of

descriptions and discussion which are included in the following sections (1.3.1 to 1.3.5).

EEDDSS
Design guidelines or
rules of thumb

Description

Do not predict performance but give
general design advice.

Example

BRECSU 77198  software
[BRECSU and Oscar Faber]

Energy Efficiency Best Practice
Programme [EEBPP 2002]

Traditional  physical | Focus on a limited number of | JPA — Uvaue [JPA Designer
calculation  methods | physical phenomena in a building, in | 2002]
(steady state) some cases only on one.
Correlation based | Try to consider all physical aspects | BRE Environmental Design
methods that influence a certain building | Guide for Naturally Ventilated
performance; restrictions in design | and Daylit Offices[BRE 1998]
specification and performance
assessments.

Building simulation

Philosophy of creating a virtua
building where the user can specify in
detail parameters that influence the
building performance, with resulting
performance predictions that are as
closeto reality aspossible.

ESP-r [ESRU 2002]

Radiance [Ward Larson and
Shakespeare 1998]

Table 1.1: Different Energy and Environmental Design Decision Support Systems (EEDDSS)

1.3.1 Design guidelines or rules of thumb

Design guidelines or rules do not necessarily give any predictions about building
performance. Rither they advise the designer what to do in order to achieve a certain

performance target. An example is the material published by UK Government's Energy



Efficiency Best Practice Programme [EEBPP 2002], which provides designers with free
publications on energy efficient building design®. Another example is the BRECSU 77/98
software [BRECSU and Oscar Faber], which gives guidance about appropriate cooling
systemsin a building.

1.3.2 Traditional physical calculation methods

EEDDSS that are based on traditional physical calculation methods aim to predict a
certain physical process in a building, e.g. the conductive heat loss through the building
envelope. The calculation can be carried out in the form of a hand calculation, but is
nowadays often integrated into computer programs. An example is JPA — Uvalue [JPA
Designer 2002], which calculates the U-Vaue of a construction depending an the materials
used and their layer thicknesses. The software tool is also used in the architectural company
were alarge part of the research described in this thesis was carried out (section 1.7).
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Softwood, dy 9.0 014 0.064
ineral wool q0.0 0.040 2280 EB.3% Timber [30mm)
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YYariable layers:none.
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Figure 1.4: The JPA - UValue software for the calculation of U-Values

1.3.3 Correation based methods

A limitation of traditional physical calculation methods is the restricted number of
physical processes on which the results are based. However, buildings are very complex
entities where numerous physical processes occur. Energy consumption is for example not

! The EEBPP isfunded by the UK Department of the Environment, Food and Rural Affairs (DEFRA) and the
Department of Transport, Local Government and Regions (DTLR).



only affected by conductive heat loss but also by ventilation heat loss, solar gains, €tc. (see
Figure 1.5 for an example of the processes that can occur). Correation based methods have
the aim of establishing predictions about the building performance taking these complex
interactions into account. These correlations can for example be established by performing
multiple parametric runs with advanced simulation programs. Often they work on the basis
that the designer has to specify certain parameters and the tool then tells the designer how the
building is likely to perform.
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Figure 1.5: Energy flow pathsin a building (from [Hand 1998])

An example for a correlation based EEDDSS is the Environmental Design Guide for
Naturally Ventilated and Daylit Offices [BRE 1998]. This EEDDSS tells the designer for an
office room what daylight availability and summer comfort conditions to expect. The
assessment is based on the size and location of windows in the room, construction materials
used, surface finish properties, internal heat loads in the building and shading from
surrounding buildings as well as climatic conditions in which the building is located.



1.3.4 Building simulation

Building smulation expands the concept of performance prediction further. The
philosophy of building simulation isto create a virtual building where the user can specify in
detail parameters that influence the building performance’, with resulting performance
predictions that are as close to redity as possible. Some of the programs perform an
assessment that also includes the dynamics of a building, e.g. dynamic therma building
simulation. Others only simulate a particular point in time, with Computational Fluid
Dynamics (CFD) or lighting simulation programs being examples of this group. The former
evauates in detail the airflow in a space, the latter can be used to evaluate lighting levels and
visual comfort conditions in a building. Some simulation tools also address several physical
phenomena simultaneoudly and hence alow their combined assessment — previous methods
only alowed them to be treated in isolation. An example of such atool isthe ESP-r system
[ESRU 2002].

1.3.5 Small scale modelling

Another possibility is the evaluation of building performance by building and testing of
small-scale models. These models can then be used for example to determine the pressure
distribution around a building by carrying out wind tunnel tests or to evaluate daylight
availability within a building. The results from tests can then also form part of the input data
for a smulation model as pressure coefficient sets. The set-up for a wind tunndl test is
displayed in Figure 1.6 and described in Etheridge and Sandberg [1996].
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Figure 1.6: Setup for awind tunnel test (after [Etheridge and Sandberg 1996])

! Altough the degree of detail again varies, as the following Chapter will show.



1.4 Discussion of Building Regulations and EEDDSS

Building energy consumption and indoor climate are determined by complex dynamic
thermal interactions between the outdoor environment (air temperature, humidity, solar
radiation, wind speed, wind direction), building structure, internal heat gains and the
building services system, which performs heating, cooling, lighting and ventilation duties.

Simplified design tools such as design guidelines, rules of thumb, traditional physica
calculation methods or correlation based methods have the limitation that the designer has to
ensure that the design suggestions or performance predictions of these tools are appropriate
for the building design where they are applied. Problems can occur if a specific design type
was not accounted for when the smplified design tool was produced. Especialy in cases of
air flow assessments, smal scale modelling has the disadvantage of being rather costly
because a modd of the building and its surrounding needs to be built and tested in a wind
tunnel [Grant 2002].

All this leads Hensen [1994] to the conclusion that currently the most powerful
technique available for the analysis and design performance assessment of complex building
systems is building ssmulation because it takes into account all parameters that influence a
building performance. He states that

“In the professional context, building energy simulation should be
employed to make design decisions’ .
Clarke [1997] points out that the advantage of the use of simulation lies in the fact that the
tool
“permits an evaluation of building performance in a manner that
corresponds to reality [..] and enables integrated performance
assessment in which no single issue is unduly prominent” .
Before expanding on the issue of how far smulation is currently being used in the building
design process, another aspect will be discussed: to what extent do building designers
address energy and environmental issues in the contemporary building design process?

1.5 Energy and environmental issuesin the building design process

In the contemporary design process, not al design considerations are given the same
priority. Some have to fulfil lega requirements (e.g. fire escape strategies), others are
specified by clients (such as the budget for a project or expectations of the building
functionality or aesthetics). The designer will narmally give such issues a high priority when
planning a building.
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The literature lists numerous examples of how, by means of addressing energy and
environmental issues, designers can realise buildings with very low energy consumptions or
buildings with a comfortable internal environment (see for example case studies in [DETR]
where buildings with a good energy and environmental performance are described). In the
extreme this has resulted in designs like the “Energieautarkes Solarhaus’ (Energy
independent solar house), which has exceptionally low energy requirements and al demands
are produced by the building itself [Schneider 1996]. Most energy and environmentally
conscious buildings take this concept on board, however not to such aradical level

Nevertheless, energy and environmental aspects do not yet find routinely attention in the
contemporary building design process [Jones 2001 b, Lechner 2001, Schneider 1996,
Gonzalo 1994]. Often, the only energy and environmental consideration made during a
contemporary building design project is the evaluation of whether or not a building fulfils
the requirements specified in the Building Regulations.

1.6 The application of simulation in the building design process

A large number of designers are involved in the design of a building - architects,
building services engineers, structural engineers, etc. The implications of design decisions
made by the different team members on the energy and environmental performance of the
building differ, with architects and building services engineers having the biggest impact:
architects because they dea with parameters that influence the energy and environmental
performance of the building (material properties, glazing areas), and building services
engineers because they design the systems that should later ensure a building provides
appropriate environmental conditions. The following section discusses how far both groups
currently apply building simulation as part of their decision making.

1.6.1 Architects

Mahdavi [1998] points out that modelling has a long tradition in the architectural design
process, but that the main concern of architectura modelling has been visua appearance. He
goes on and suggests that the increased complexity of building technologies has led to a
broader view of architectural modelling which should cover aspects of buildings such as
their performance in terms of energy consumption and thermal lighting and acoustic quality.
However, smulation till finds only very limited application in the architectural design
process. Raobinson [1996] concludes from an extensive survey amongst practitioners that
“there was a low take up of computerised energy calculations in the building industry,
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especialy among architects’. Such a conclusion can aso be drawn when investigating the
simulation capabilities that are available in a typical British architecture company, even
among prestigious firms.

Another observation is that when ssimulation is applied, the exercise is seldom carried
out by the architects themselves, but in the form of a subcontract to a smulation ‘expert’.
Funding schemes such as Energy Design Advice Scheme [McElroy et a 1997], where the
clients obtain financial support for simulation based advice, have been catalysts for such
simulation exercises.

1.6.2 Building Services Engineers

Simulation is currently more widely applied by building services engineers, with some
engineering companies investing in in-house simulation capabilities (Cargill [2002] and
Price [2000] both report deployment of simulation within engineering companies).
Ingtitutions such as the Charted Institution of Building Services Engineers (CIBSE) have
begun to recognise the applicability of simulation and try to guide their members in the
selection and use of such tools [CIBSE 1998]. However, among building services and
environmental engineers simulation is not generally recognised as a DDSS [Bauer et a 1998,
Andre and Nicolas 1994, Mahdavi 1998, Murray et a 2001]. This can aso be seen by the
fact that CIBSE till organises seminars that explain the genera advantages and benefits of
the application of building simulation in the design process, some of which are even targeted
a young engineers who have only recently left University and hence are more likely to have
been exposed to such tools [CIBSE 2001].

The following section discusses the issue that in cases were simulation is currently
applied as part of the building design process the studies are often limited to the confirmation
of the performance of a finalised building design. The then following section argues that
generaly the application of simulation in building design process is likely to increase in the
future.

1.6.3 Performance confirmation ver sus design support

Rather than employing smulation early in the design process, a building designer will
usually commission a simulation after finalising the design for performance verification
[Hien et a 2000, Clarke 2000]. The fact that simulation is used for performance
confirmation and not as a design support tool has two main implications:



In the later stages of the building design process only a few design parameters are
dill flexible; hence the number of ways of resolving any highlighted problems are
limited.
If used late in the design process lilding smulation provides information a a
design stage when it can make the least meaningful impact upon the quality of the
building design. Using simulation at an early design stage could provide the designer
with insight into the characteristics of a proposed building design at a time when it
would be better utilised and therefore having a much more significant potential for
the improvement of the building design.

Figure 1.7 illustrates the importance of informed design decision at early building design

stages.
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Figure 1.7: Relation between life of building and effectiveness of decision (after [Lechner 2001])*

1.6.4 Thelikdihood of change
It is likdy that in future, energy and environmental issues will find increased

consideration in the building design process. This could in turn lead to an increased use of
smulation in the building design process. One catalyst that could trigger such a design
approach is changes in the latest version of the Building Regulations. The existing Elemental

11 With ‘Programming Stage’ Lechner refers to the pre-design phase were the designer does not present design
concepts to the client buttries to establish the boundary conditions within which to work (budgets, client
expectations, design constraints). Actionstaken by the designer during this period can till significantly influence
in how far the final buildingdesign can potentially have a good energy and/or environmental performance.
Examples are benefits from the designer usingthis period to explain to the client advantages of using simulation

within the design process or promoting energy efficient design techniques like natural ventilation.
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Method places such high emphasis on the insulation level of the building envelope [DTLR
2002 a, DTLR 2002 b] that design solutions such as fagades with large glazing areas will in
many cases not be able to gain approval on the basis of the Elemental Method. However,
applying simulation in conjunction with the Carbon Emission Calculation Method or the
Whole-building Method makes it possible to evaluate more accurately the implications of the
large glazing areas on the energy consumption of the building. This, in combination with the
fact that a simulation model can aso include other energy conservation measures makes
simulation atool that will allow a more flexible design approach with respect to compliance
under the new Building Regulations. The Carbon Emission Calculation Method and the
Whole-building Method do not regard the insulation level of the fagade (and hence the
conductive hesat loss through the building envelope) in isolation but evaluates the overal
energy consumption of the building.

The introduction of a carbon emission tax [Environment Team, 2000] by the UK
Government could also be seen as a driver for the use of smulation in the building design
process [Jones 2001 a]. Since April 2002 the Government charges a tax of 0.43/0.15 Pence
for each kWh of electricity/gas used. Although thisreatively is rather minor, the effect will
be more significant if the tax level applied reaches equivaent levels to the current tax on
petrol (72.3% in 2000 [BBC 2002]). In such a scenario the energy consumption of the
building would form a greater part of the life cycle cost of a building and in consequence the
designer would give more attention to the expected energy consumption of a building design.
Building ssimulation would then enable the design team to obtain a detailed understanding of
how a particular building design performs, understand the reasons behind this performance
and evaluate the effect of energy conservation measures.

Another incentive that can be identified for a potential growth in the use of smulation is
the increase of privately financed public building projects (PFI/PPP) in recent times. In these
schemes the investor who pays for the construction of a building is aso responsible for its
maintenance and running cost. This should increase the demand of such a client on the
designer to consider the life cycle cost of a building during its planning phase. The energy
consumption of the building forms a part of this overal life cycle cost. With building
simulation it is possible to determine the energy cost that can be expected from a building
design and aso to determine in a comparative cost analysis the capita investment required
for an energy conservation measure against the energy cost which it is going to save over the
life span of the building.

14



1.7 Research aim and thesis structure
The above discussion has indicated that energy and environmental issues currently find
only limited consideration in the contemporary building design process and that building
simulation is a tool suitable to support the designer in addressing these design aspects
Simulation has to date found only limited application in the building design process,
although reasons have been suggested as to why this situation could change in future.
These observations have prompted the development of the research aim: to moving
building simulation towards an EEDDSS that is better ntegrated into the building design
process. In order to pursue this aim, the following research objective is defined:
Development of a methodology for the use of smulation within and throughout the
design process.

Other objectives (which will be justified later in the thesis) are specified as follows:
Specification and development of atool that enables non-simulation expertsto create
a detailled simulation model at early building design stages (for justification see
section 2.5.2).
Specification of concepts and techniques for appropriate performance prediction
analysis (for justification see section 2.5.4).
Implementing and monitoring of the use of simulation at an early building design
stage in an architectural design practice (for justification see section 3.3.1).

Figure 1.8 displays the structure of this thesis. Chapter 2 gives an overview of different
types of building smulation programs that are available to building designers. Chapter 3
describes a methodology for the structured application of simulation in the building design
process. This was developed to ensure that smulation is used effectively when it is applied
throughout the design process. Chapter 4 describes an interface for a simulation program that
aims to enable architects to carry out design evaluations by using simulation at early design
stages. The objective behind this research was to move simulation from an engineering
application to a tool that can be operated by architects. Chapter 5 then discusses
developments to improve the analysis of performance predictions. The research in this
chapter focused on architectural decison making as well as on later design stages where
simulation is applied by engineers. Chapter 6 shows how research and developments
introduced in chapters 3, 4 and 5 can be implemented in the building design process and also
discusses practica implementation issues. Chapter 7 contains three case studies as well as
feedback from designers regarding the benefits and implications of moving the application of

simulation towards early building design stages and improving performance analysis
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methods. Chapter 8 concludes the thesis with a review of research contributions and
suggestions for future research work.

Chapter 1 Introduction.

y

Overview of different types of building
simulation programs.

Chapter 2

y

Structured application of simulation in the

Chapter 3 building design process.

y
Presentation of a simulation program that
Chapter 4 enables architects to carry out simulation
exercises with the focus on early design stages.

y

Communication of performance predictions to

Chapter 5 the design in the early and detailed design
stages.
y
Chapter 6 Implementation of simulation
y
Chapter 7 Case studies and feedback from designer.
y

Conclusions and recommendations for future

Chapter 8 work.

Figure 1.8: Thesis structure

The approach for the structured application of building simulation within the building
design process described in chapter 3 covers thermd, lighting and air flow simulation. These
simulation types have been the subject of much research and development and were also the
focus of a design manual for smulation [CIBSE 1998], which gives a general overview of
the application of building smulation. The research covered in chapter 3 was therefore
carried out as broadly as possible so that the methodology developed could be applied to
these main types of simulation programs. After chapter 3 the research concentrates on

thermal and air flow simulation.
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The author carried out the research for the structured application of simulation in the
building design process in collaboration with design team members within an architecture
company and was based during this time in their offices. The design practice has 160
members of staff, with four offices in different parts of Britain. The practice develops
designs for different building types (e.g. commercia, health care, housing) with alarge range
of project vaues.

An architecture practice was seen as a good research environment as architects are
generally seen as the “managers’ of the design process, thus having a good general overview
over the building design process. It was decided to focus the research only on one
architecture practice, which has implications on the validity of the smulation approach
because it raises the question in how far it is transferable to other design practices. However
there were significant advantages in this approach: it enabled a detailed, focused study of
how to best incorporate smulation into the design process and it provided an ideal testbed
for testing software prototypes. Also design team members had experience of work practices
in other companies and could hence put the issues regarding the use of simulation within the

design practice in awider context which was not only limited to the one company.
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CHAPTER 2

BUILDING SIMULATION TOOLS

2.1 Introduction

Chapter 1 described how the complexity of the building design process has led to the
development of DDSS. The chapter also identified dynamic building simulation as a
potentially powerful design support system to address energy and environmental aspects of
building design.

This chapter firstly provides an overview of dynamic building smulation. This includes
a description of the evolution of simulation over previous decades, the simulation
capabilities that are currently available and a discussion of the current state of coupling of
simulation to the building design process. It then discusses different means of performance
communication, ranging from display types which are aready routinely applied to research
applications of visual display. The following sections contain a comparison of different
simulation tools and barriers to the application of simulation in the building design process.

2.2 Overview of building simulation
2.2.1 Evolution

Until the mid 1970s, simplified calculations were used to estimate the energy usage in
buildings [Clarke 2001]. They reduced the complexity of the system to be emulated (a whole
or part of a building) by simplifying parts of this system (e.g. solar heat gains or long wave
radiation exchange between surfaces) and imposing simplified boundary conditions (e.g.
constant temperature differences). Such methods still find application in the building design
process, as stated in the previous chapter.

Building smulation aims to imitate the real physical conditions in a building by creating
a mathematical model that (ideally) represents al energy flow paths in abuilding as well as
thelr interactions. Advances in ssimulation techniques and computing facilities have led to the
development of very advanced building simulation tools. Clarke [2001] has summarised this
evolution from tools that are based on traditional calculation methods to contemporary
simulation over four generations as outlined below.

1% Generation: Such tools are handbook orientated computer implementations and are

biased towards simplicity. There is no attempt to faithfully represent the energy and mass
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flow paths that occur in a rea building but the am is to provide the user with generd
indications of certain building performance criteria.

2" Generation: In the mid-seventies 2 generation tools emerged. They introduced the
dynamics of a building in the evaluation process in an attempt to imitate the rea physica
conditions in a building, particularly with respect to long term constant elements such as
multilayered constructions, but the analysis was still decoupled in relation to treatment of air
movement or HVAC systems. Early implementations were not applicable for the design
process due to limited interfaces and computational requirements [Hand 1998].

3" Generation: With advanced and more powerful personal computing facilities, 3°
generation programs began to emerge in the mid-eighties. These assume that only space and
time are independent variables; al other system parameters are dependent so that no single
energy or mass transfer process can be solved in isolation. An example of a 3 generation
tool is the coupling of an air flow network model with atherma model in order to perform a
combined assessment of energy and mass flow [Hensen 1991].

4™ Generation: 4" generation program development started in the mid-nineties. This
involved further domain integration (see [Negrao 1995] or [Kelly 1998] for examples), but
also considered program nteroperability, which is essentidly a data modelling issue (as
achieved by [Janak 1998]). In response to the growing uptake by practitioners, new
devel opments emerged, including more accessible user interfaces, application quality control
[Hand 1998, Cooper at € 2000] and user training [CIBSE 1998, Hand and Hensen 1995,
Hand 1993]. Air flow simulation is well integrated in 4" generation tools [ESRU 2002,
Dorer et ad 2001, Crawley et a 2001] and is also commonly applied in the building design
process (both Ho [1999] and Hand [2000] are both experienced simulation consultants who
observed this pattern] .

The above section describes the development from traditional assessment methods to
contemporary simulation software'. Clarke states that 1% generation tools are easy to use but
difficult to trandate to the real world and with hidden deficiencies. Going through the
different generations, their evaluation is based on data closer to the real world. In the case of
2" and 3¢ generation programs, however, this is often at the expense of a complex software
structure. In 4" generation programs, the in-built assumptions should be made explicit, they
should undertake multi-variant analysis and they should be easy to use and interpret. Figure
2.1 depicts this process.

1t isnot clearly defined when to start referring to ‘ simulation tools . Hand (1998) describes 2" generation tools
as simplified methods, whereas Beausoleil-Morrison (2000) refers to them as simulation programs.
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Figure 2.1: Translation to real world and ease of usein simulation

However, the development of 4" generation simulation tools is not complete. Thisis an
issue that will be discussed in more detail later in this thesis (section 2.5.3, 25.4). Asa
consequence, users with limited background in energy and environmental aspects of building
design might turn towards simplified early generation tools, where they feel more competent
in operating the system. Implications of such a choice will be discussed later in more detail
(section 2.4).

2.2.2 Simulation capabilities

The previous section describes the evolution of dynamic building simulation towards an
EEDDSS that will alow a holistic appraisal of a building design. This section gives a lrief
overview of the different types of simulation appraisal that can be carried out by a designer
with an advanced simulation program. It is based on experience of the ESP-r system [ESRU
2002], the development of which began over 25 years ago [Clarke 1977] and which has been
under continuous evolution ever since.

The bases of each simulation model are polyhedral zones (see Figure 2.2) that are
attributed with construction, interna heat gain and idealised ventilation and infiltration data.
It is then possible to add extra model components for a more detailed definition of the design
in the simulation model (see Table 2.1).

From table 2.1 it can be seen that valuable information can already be gained from a
simple attributed polyhedral zones (overheating assessment, visuaisation analysis, etc.), but
the table also shows benefits from the integration of additional components if the design
process requires more detailed results (e.g. an air flow network rather than idealised

ventilation and infiltration). The skills required for various simulation assessments differ —
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including a solar obstruction element into a therma modd is relatively straightforward,
whereas extending the model to also carry out a CFD anaysis is more complex and requires
from the user an understanding of the physical processes that are to be simulated.

V8

a V2
V4
V1

Figure 2.2: One zone of a simulation model (including vertices)

M odel components Design assessment enabled
The basic model: building geometry, | Overheating and summer comfort assessment
construction, climate, internal heat gain | (including evaluation of impact of mass),
and idealised ventilation and infiltration | visualisation, embodied energy, acoustics and daylight

attribution. factors within the building, visual comfort and glare
studies.
Inclusion of zone based control. Evaluation of heating and cooling control strategies,

energy requirements, system response, determining of
required plant sizes, heated construction models (e.g.
under floor heating), daylight utilisation.

Shading and insulation, blinds, blind | Solar control strategies, shading from surroundings
control. and self-shading.

Air flow network. Evaluation of natural or fan assisted ventilation
systems, more realistic summer comfort and passive
cooling system studies.

HVA C networks. System simulation, component sizing.

CFD. Natural or fan assisted ventilation system simulation
studies within a room, convective heat transfer
calculations, indoor air quality studies.

Specia materials. Photovoltaic and advanced glazing studies.

Electrical power networks. Building integrated generation systems, renewable
energy integration, demand and supply matching.

Moisture networks. Condensation analysis, prediction of mould growth,

evaluation of health hazards in the built environment.

Table 2.1: Different componentsin a simulation program (based on [Clarke 2001] and [Kelly 1998])



2.2.3 Coupling of simulation to the building design process

The application of simulation programs within the design process can vary from a
routine evaluation by designers who make decisions that influence performance (e.g. an
architect who evaluates implications of different window sizes) to a specialist who has been
instructed by the design team to evaluate a certain design aspect. McElroy and Clarke [1999]
have described the difference diagrammatically as shown in Figure 2.3 and referred to this as
de-coupled and integrated simulation application. Efforts to enhance the general application
of simulation should also encourage its integrated application. Benefits of the approach will
be outlined later in thisthess (section 3.6).

) T

brocess | desioner |—>{ 15 process | envionme
esigner .
process designer box 9 process environment

|/ S~

@ (b)

Figure 2.3: Simulation (a) de-coupled from the design process and (b) as an integrated application (after
[McElroy and Clarke 1999])

2.3 Performance communication

After the creation and smulation of a mode the next task is the analysis of the
performance predictions by relevant parties. This could either be a designer carrying out the
simulation exercise, a designer who uses the performance predictions during the design
decison making process or a client to whom the outcome of a smulation exercise is
presented. The main thrust of research into performance prediction analysis as described in
this thesis is to enable designers to understand the outcome of simulation exercises, but
section 5.3.1 will aso expand in more detail on how likely it is that clients view at the
different building design stages simulation performance predictions.

This section describes different means of communicating performance predictions,

which form an important part of the performance prediction analysis.
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2.3.1 Performance prediction domains

Early developments of dynamic thermal building simulation only provided performance
predictions that relate to thermal aspects of the building design (e.g. room temperature,
heating or cooling predictions). However, with the integration of additional, non - thermal
capabilities in 3 and 4" generation simulation programs, the information that can be
obtained from a simulation has been significantly increased.

Ti mestep performance netrics.

Lib: refl-opt4_1.res: Results for refl-opt4

Period: Sat 4 Jan @Oh30 to: Mn 31 Mar @3h30 Year:1997 : sim@ 60m output@ 60m

Time |Dir Norm | Anbient db|ps_rec_grd|ps_con_grd|pv_con_1+2| pv_con_3+4| ps_rec grd|ps con _grd| pv_con_1+2| pv_con_3+4

| sol ar | Tnp | Heatlnj | Heatlnj | Heatlnj | Heatlnj | Res T | | Res T | Res T
| wnr2 | deg C | kW | kW | KW | KW | deg C | dw c | deg C | deg C
00h30 0.00 0.25 20.74 21.13 8.42 10. 81 16.98 14.81 14.33 13.58
01h30 0.00 0.00 20.74 19. 36 9.70 11.81 17.33 14.73 14.17 13.42
02h30 0.00 -0.05 20.31 19.31 9.93 11.92 17.53 14.74 14. 14 13.39
03h30 0.00 -0.30 9.07 18.57 10. 96 11.92 17. 62 14. 62 13.98 13.14
04h30 0.00 -0.75 20.74 26. 04 11.85 11.92 17.18 14.42 13.79 12.87
05h30 0.00 -1.10 20.74 24.93 11.92 11.92 17. 40 14. 40 13.74 12.77
06h30 0.00 -0.75 20.74 24.22 11.92 11.92 17. 50 14. 43 13.72 12.75
07h30 0.00 -0.40 15. 99 21.52 11.02 11.92 17.75 14. 63 13.95 13.01
08h30 0.00 -0.25 11. 67 17.61 9.57 11.89 17.83 14.81 14.13 13.28
09h30 6.50 0.25 20.74 21.06 9.11 11.38 17.58 14. 85 14.21 13. 40
10h30 13.00 0.95 6. 48 13. 61 7.62 9.82 18. 10 15. 11 14. 47 13.74
11h30 6.50 1.55 2.59 13.20 6.37 8.46 18. 04 15. 27 14.74 14.08
12h30 0.00 1.80 0.00 13.17 6.21 8.21 18. 04 15. 28 14. 80 14. 17
13h30 8.00 2.10 0.00 13.70 6.15 8.05 17.90 15.25 14.82 14.20
14h30 16. 50 2.45 0.00 12.36 6.01 7.83 17. 60 15. 24 14.83 14.24
15h30 9.00 2.15 0.00 12. 66 6.70 8.57 17.19 15. 09 14. 69 14.07
16h30 0.50 1.80 14.26 15.34 8.69 10. 67 16.72 14.72 14.29 13.56
17h30 0.00 2.00 10. 80 14.89 8.87 10. 85 16. 88 14.69 14.23 13. 48
18h30 0.00 2.20 0.00 12.99 8.48 10. 52 17.06 14.75 14.30 13.56
19h30 0.00 2.30 0.00 13.59 8.32 10. 27 16. 77 14.73 14.31 13.60
20h30 0.00 2.10 0.00 13.68 8.25 10. 14 16. 62 14.70 14.31 13.62
21h30 0.00 1.55 0.00 14.72 8.33 10. 19 16. 44 14. 66 14.29 13.63
22h30 0.00 0.90 0.00 15. 96 8.63 10. 44 16. 28 14.59 14.22 13.54
23h30 0.00 0. 60 0.00 16. 06 8.92 10.72 16.21 14.50 14.15 13.45
00h30 0.00 0.55 15.99 20.54 9.21 10.81 15. 80 14. 42 14.07 13. 36
01h30 0.00 0. 40 20.74 23.38 9. 47 11.28 15.91 14. 41 14.02 13.32
(@
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Figure 2.4: Different output types: (a) tabular (b) graphical
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2.3.2 Data display types

Dynamic therma simulation programs produce at every time step a set of performance
predictions. There are different ways in which this data can be processed and displayed to the
user. The CIBSE Application Manual 11 [CIBSE 1998] distinguishes digital, tabular and
graphical display. Digita output is very cumbersome to investigate and is normally not
applied in the analysis process. Tabular and graphical display find wider application. Figure
2.4 gives an example for each type.

Figure 2.5 shows that performance communication methods can be further differentiated
(a more detailed discussion of the different performance communication methods is
summarised in sections 2.3.3 to 2.3.7). Generdly it can be observed from the diagram that
tabular data can be further processed into summary data and that (in a more recent
development) integrated performance displays have been introduced to support a more
holistic analysis of the building behaviour (the concepts of integrated performance displays
will be described in discussed in section 2.3.6). Additional research is aso carried out within
the building simulation community into more innovative concepts of graphical display and
will be introduced later in this chapter in section 2.3.7.

2.3.3 Tabular display
Tabular display is mainly applicable if different data entities in one time step need to be
compared (e.g. indoor temperatures at the beginning of occupancy periods on a cold winter

day).

2.34 Summary data

Summary data can be produced by adding the hourly data produced in tabular form for
example when predicting the heating energy consumption over the entire simulation period
or when extracting maximum values to determine plant capacities or peak temperaturesin a
zone. Filters can enhance this analysis process. An example of thisis the case when the user
wants to determine the hours that the temperature in a zone will exceed a certain
temperature. Multiple filters can further enhance the information value, for example when

carrying out the same exercise but only during occupied hours.
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Figure 2.5: Different performance communication methods
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2.3.5 Graphical analysis

Although it is possible to analyse time series data in tabular form this often gives only
limited insight into the behaviour of the building. Graphs can be more suitable for this
analysis. Consequently, modern simulation programs normally present performance
predictions in graphical form [ESRU 2002], or at least provide facilities that will alow the
quick export of this data into a spreadsheet where it can be analysed [Crawley 2001].

Graphical display can vary from line graphs and bar charts to pie, scatter or radar charts.
Tufte [1983] gives a comprehensive overview of issues related to the graphical display of
information. The main display types found in contemporary building smulation tools are

line graphs and frequency binning, the latter mainly displaying summary data.
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2.3.6 Integrated performance display

Traditionaly, the gathering of performance data has been left to the user of the
simulation program. Apart from the fact that this process can be tedious and time consuming,
it aso bears the risk that the user does not consider al of the relevant performance
parameters that could be obtained from the smulation exercise. To address both of these
issues ESRU [Clarke et al 1998] has developed Integrated Performance Views (IPVs), which
are created automatically by the ESP-r smulation software.

Figure 2.6 shows an IPV for the Brundtland Centre in Denmark. Taking each portion of
the IPV in turn, the topmogt left indicates the design variant and its features. The three
graphs across the top deal with capacities and therma and visual comfort in different areas
of the building. The middle row addresses emission figures, daylight availability as well as
glare. The bottom row shows typical demand profiles at different times of the year and also
provides figures that indicate the annual energy consumption of the building.

Brundiland Centre Thermal Comfort Visual Comfort
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Figure 2.6: An Integrated Performance View (IPV)

The development of IPVs has enhanced performance communication to the viewer.
Their quick and easy generation and standardised output format makes them especialy
suitable for communication to nhonsimulation experts who want to obtain an understanding

of the general performance of the design that has been simulated. A user can also generate a
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number of IPVs and compare the performances of the different design versions they
represent.

Both the Glazing System Design Tool [LESO-PB 1998] and the Building Design
Advisor (BDA) [LBNL 2002] have further enhanced integrated analysis by introducing
interactive analysis tools. Rather than having a static display these tools alow the designer to
focus on certain aspects of the building performance and a so permit comparative analysis of
different smulation models. Figure 2.7 show the BDA Decision Desktop, displaying the
performance of different models.

2.3.7 Resear ch applications of visual display

The communication methods that have been described so far are aready used to provide
performance predictions to either the user of the software or the designer. However, recent
research has been carried out into alternative ways of presenting this information. Research
into the export of smulation results into a virtua reality world is one example.
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Figure 2.7: The BDA Decision Desktop



A common definition for virtua reality has not yet been established [Kihner 1999].
Some definitions refer to the visual display of complex and large data sets, others emphasise
a 3D display or interactive user functionaities.

An example for an interactive interrogation of lighting predictionsis provided in [Glaser
and Ubbelohde 2001], whereby it is possible to focus the analysis on certain spaces in a
room and/or on specific time periods of the year. However, the program has only a 2D
display of the results, hence the 3D aspect is not considered. Figure 2.8 shows a result
display example.

Fundamental limitations still exist for the application of virtual redity software that
allows 3D display and interactive data interrogation in the design process. Glaser [2001] for
example points out that the generation of the data required for his performance display was
very time consuming. Another issue is that necessary links for data exchange between
different software tools are often as yet inadequately developed [Van Leeuwen 2001].
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Figure 2.8: Visualisation of lighting simulation results (from [Glaser 2002])

2.4 Comparison of different smulation tools

After having raised the issue of the evolution of building simulation and aspects related
to the communication of mrformance predictions to the designer, this section gives an
overview of different simulation programs. It gives insight into what software types are
currently available to designers and discusses the adequacy of the tools for application within
the building design process.
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2.4.1 Selected simulation tools
A large number of simulation tools have been developed over the last few decades. The

building energy software tool webpage [DOE 2002] run by the US Department of Energy
lists over 240 tools, ranging from research grade software to commercial products. Testing
and ranking al of these tools was not possible within the scope of this research, but an
attempt was made to evaluate representative programs. Four different software tools were
selected:

ESP-r [ESRU 2002]

LT-Method [Baker and Steemers]

Energy 10 [NREL 2002]

Building Design Advisor (BDA) [LBNL 2002]
ESP-r was chosen because it is a software tool that aims to predict building performance
with a smulation model that closely represents the conditions that occur in reality. The LT-
Method was selected because it puts the emphasis on quick mode definition and fast
performance evaluation for comparative studies rather than model accuracy. Robinson
[1996] illustrates the differences in the approaches by ategorising smulation tools on a
scale depending on their modd accuracy. The LT-Method and ESP-r are located at either
end of this scale (see Figure 2.9).

1 2 3 4 5 6 7 8 9 | 10
LT- Anglia Esi- NHER/ QUICK/ | HEVA- Facet SERI- | Tas | ESP-
Method | Daylight | Check | BREDEM | NORMA | COMP | APACHE | RES r

Figure 2.9: Categorisation of simulation programs (after [Robinson 1996])
(1-4 simple, 8-10 detailed, 5-7 transitionary)

Both Energy 10 and the BDA have been selected because they have been developed
with the specific aim of creating smulation programs that make it easier for designers to
carry out a simulation exercise. Both tools have again followed different philosophies:
Energy 10 focuses on simple and quick mode definition whereas BDA puts the emphasis on
accurate modd definition.

ESP-r: ESP-r has been developed by the University of Strathclyde in Glasgow, UK.
Initially only a dynamic therma simulation software it has been expanded over the last two
decades to a smulation package with severa additional smulation capabilities as described
insection 2.2.2.

LT-Method: TheLT Method was developed by the Martin Centre for Architectura and
Urban Studies, Cambridge and is available from the Royd Institute of British Architects,
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RIBA. The method uses pre-computed data from an integrated energy model to predict the
energy consumption for heating, cooling and lighting. The LT-Method is available both as a
manual method and a computer-based tool. Much emphasis of the LT Method is on the
optimisation of the window area ¢ a building to obtain a balance between therma and
daylight performance.

Energy 10: Energy 10 was developed by the Lawrence Berkeley Nationa Laboratory,
the Nationa Renewable Energy Laboratory and the Berkley Solar Group. The program
utilises a thermal and a simplified lighting ssmulation engine and has the aim of providing
guidance for the design of low-energy buildings with a size of 1000 nf or less in order to
assist architects, engineers, consultants, student and energy specialists.

Building Design Advisor (BDA): BDA has been developed by the Lawrence Berkeley
Nationa Laboratory in the United States with the objective of creating a software structure
that supports the integrated use of multiple analysis and visuaisation tools. While BDA is
still under development, so far two simulation tools have been integrated into the software:
an energy estimation tool and a daylighting tool. The aim is to include additional features
such as air flow modelling and cost analysis, and to replace the current integrated simulation

tools with more advanced simulation engines.

2.4.2 Evaluation of different smulation programs

In this section the four selected simulation programs are evauated. Assessments of
simulation programs have aready been carried out in the past [Wiltshire and Wright 1987,
Wiltshire and Wright 1989, THERMIE 1994, Robinson 1996, Donn 1997, de Groot 1999,
Hien et a 2000, Hong et a 2000], some of which evaluated specific simulation programs,
others evaluated in genera the capabilities and functionaity simulation programs currently
provide™.

The aspects that are addressed here were identified in the initial stages of the research as
important for the integration of smulation into the building design process. A number of
them had aready been addressed in the previous research works and their findings included
in the following discussion (they are then referenced at the appropriate location). The ratings
that are defined are the opinion of the author taking into account the evaluation outcomes of
the assessments referred to above.

! Some of the references included date back several years. Thisis due to the fact that the author found that
research in thisfield is not carried out as often as one might expect (This was also confirmed by [Crawley 2002]).



Table 2.2 ligts the different aspects that have been addressed in the evduation. For
model use issues, five rating levels were specified (++, +, 0, -, --), with ++ being a very
positive rating, 0 neutral and - - pointing out significant limitations. For the second part of
the table, the evaluation of the simulation result types provided, the rating only distinguishes
between results provided by the tool (+) or not included (-) (bottom five lines of table).

BDA Energy 10 | LT-Method ESP-r
- + -

- -- ++
+ + --

Ease of use

Detail in model definition

Time required to create a model

Data exchange between different users
Annual energy consumption

Monthly energy consumption

Hourly energy consumption - - -
Comfort studies -
Energy breakdowns - + -

+ |

+|+ [+

+
+

+
U
+

Table 2.2: Rating of different smulation program functions

Ease of use

Ease of use (or ‘user friendliness') is a universally applied term in the software world.
However, different user groups will respond differently to this issue. A frequent user of an
advanced simulation program will have no problem operating its complex interface, but this
is not the case for the occasional user of the same software. It is interesting that the threshold
under which users refuse to use a program varies significantly with the cultural background
of the user. Asian users for example are prepared to spend considerably longer to accomplish
certain tasks using a software tool [Woodward 2001]. However, under a time constrained
design situation a program that is not user friendly can be inapplicable because the model
creation process is too time consuming. The issue of ease of use has hence been generally
acknowledged as important for the integration of simulation into the design process and has
been addressed in some way in many of the above listed research publications [THERMIE
1994, Robinson 1996, Donn 1997, de Groot 1999].

Of the above listed smulation programs only the LT-Method is reasonably easy to
operate for a non-frequent user [THERMIE 1994, Robinson 1996, SESG 2000]. Both the
manua method and the computer-based tool are fairly easy to operate and repeating a
simulation exercise after not using the program for along time is not too difficult.

1 Only some release versions of the LT-Method allow the user to carry out a comfort assessment.



BDA and Energy 10 are more difficult in their operation. De Groot [1999] indicates that
it is currently complicated to specify a model geometry with the BDA CAD tool and that
input data also has to be specified in American units. It was found during the testing of the
program as part of this research that the software is not intuitive. For the Energy 10 tool de
Groot [1999] suggests that the program was designed for engineers and thus may not appeal
to architects.

The most complex program of those evaluated is the ESP-r system. To use ESP-r, the
user needs to have a detailed understanding of what tasks to accomplish in order to create a
simulation model, and once this is established, only routine use of the program ensures that
the user will accomplish these tasks efficiently. In addition, ESP-r is the only program
evaluated that does not automatically default input data (e.g. interna heat gains, ventilation
rates or constructions). Consequently, the user of the program will need to have fairly
detailed knowledge of the building services aspects of the building in order to ensure
accurate data specifications in the model.

Detail in model definition

Depending on the program, s$mulation models can be defined at different levels of
detail. Window properties, for example, can be specified as a percentage of the facade area
or by specifying the dimensions of the window and its location within the external wall.
Construction specifications can vary from the simple definition of the construction type (e.g.
cavity wall) to a detailed material and thickness specification for the different layers.

It is generally not necessary to define a simulation model to the most accurate level
available; sometimes a simpler data definition will provide sufficiently accurate results
[CIBSE 1998]. For certain therma simulations it is adequate to express window area as the
percentage of the fagcade (e.g. when determining the heating energy consumption required in
a space). However, when determining daylight factors in a room more detailed window data
definition is important. The possible detail in model description is an important consideration
when using simulation and has consequently been addressed in past simulation tool
appraisas [Wiltshire and Wright 1987, Wiltshire and Wright 1989, Robinson 1996, Hien et
a 2000].

Of the programs tested, ESP-r dlowed the user by far the most detaled mode
definition. The BDA standard model definition is as in depth as for the ESP-r system, but
the program is limited when it comes to the specification of advanced design representations
in a smulation model. ESP-r alows, for example, the specification of complex heating and



cooling control strategies, blind control and local specification of convective heat transfer
coefficients. Thisis not possible with BDA. Energy 10 approaches model data definitionin a
more smplified way than ESP-r or BDA. In this case, the model comprises only two zones,
resulting in a fairly crude representation of the building design. All other data (e.g. air
leskage, insulation, thermal mass) are initialy specified on the basis of yes/no-vaues, and
although the user can ater these values later, the two-zone approach still produces the risk of
considerable discrepancies between the actual building and its smulation model. The LT
method allows a fairly complex zoning of the building, differentiating different locations in
the building (core or perimeter zones) as well as different orientations. However, the
specification of input data such as internal heat gains, massing of the building or the
insulation level of the envelope is restricted to a limited number of possible standard
selections. Other model data such as heating and cooling setpoints cannot be specified at dl.

Time regquirementsto create a model

The time required to create a simulation modedl varies significantly for the tools
evaluated. The LT-method has the least time requirements for model creation. After
measuring or calculating the zone areas the user can within minutes determine the energy
requirements of the building. The AutoBuild function of Energy 10 aso alows the
specification of a simulation model in afew steps and only requires the specification of five
input parameters. building location, use category, size, HVAC system and utility rate. The
model definition with the BDA takes longer because of the complex and time consuming
process of specifying model geometry. However, for the different zones and surfaces
attributions such as internal heat gains, heating and cooling control, vertilation rates and
construction, defaults are used to speed up the model creation process. The ESP-r system has
the most time-consuming model creation process. every zone and surface entity needs to be
specified manualy. Some support can be obtained from predefined operationa profiles
(internal heat gains, scheduled ventilation rates) but users of the program rarely apply this

function.

Data exchange between different usersof a tool

Rapid developments in the IT sector aready start to affect the building design process.
Data and information exchange (including drawings) take place more and more frequently in
electronic format, and this trend will increase in the future. This has significant consequences
on the way building designers work: it is possible for designers located at different locations

36



to work together amost asif they were located at the same place [McGaffin and Hyett 1998,
Mahdavi et al 1999]. Simulation programs will therefore have to be developed in a way that
fitsinto this emerging design environments.

Both ESP-r and BDA alow the export of a smulation model to another user. For this
purpose both programs have facilities that allow the automatic creation of an “export file’ of
a model. With both the LT-Method and Energy 10 a model transfer between different users
is not possible. This has been stated as a limitation in a recent L T-Method workshop [SESG
2000].

Results output provided

The result outputs produced by the different simulation tools vary significantly. Some
programs provide only data about the heating and cooling energy consumption; others
include results related to the comfort conditions in the building (e.g. resultant temperature in
a space). Some programs also give information about the energy flows within the building
and specify data such as solar gains or heat flows within constructions, storage effect, etc.
For each results output the level of detail included can again vary. Heating or cooling energy
consumption can be defined by an annual figure, but aso with detailed hourly profiles. The
latter allows a more detailed investigation of the building behaviour. Another issue is to what
extent a program produces information about energy flows in the building. Again, these
issues have been addressed in past research [Wiltshire and Wright 1987, Wiltshire and
Wright 1989, THERMIE 1994).

The LT method specifies the energy consumption of the building only as an annual
figure, whereas BDA, Energy 10 and ESP-r aso provide monthly figures. In addition, ESP-r
produces hourly energy consumption predictions. ESP-r and Energy 10 show temperature
profilesin the building, the LT method and BDA do not (although some versions of the LT-
method predict annual overheating hours for the case when the building is not air
conditioned). With the LT-Method and the BDA it is not possible to examine the energy
flows in a building by looking at the energy breakdowns. It is also not possible to check
temperature profiles over aday. ESP-r and Energy 10 do provide these facilities.

The LT-Method and Energy 10 aso explicitly state that the tools have been developed
for design comparison purposes rather than to predict absolute figures. As previoudy
mentioned, smulation tools such as the ESP-r system have been developed with the aim of
producing performance predictions that are as close as possible to the real performance of the
building.
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2.4.3 Compar ative discussion

—BDA

— — Energy 10
= LT-Method
— ESP-r

A7
Data exchange between users W Detail in model definition

Ease of use

Time required to create a model

Figure 2.10: Radar graph of theratings of the different simulation programs
(In the graph a high rating of ++ is equivalent to 5, a poor rating of -- equatesto 1)

Figure 2.10 shows aradar graph that illustrates the ranking of the various programs with
respect to their user functions based on table 2.2. Several observations can be made:
There are significant differences in the time requirements for the creation of and the
detail in model definition.
There are significant differences in the ease of use of simulation programs. Apart
from the LT-Method, most programs were rated low with respect to their ease of use.
The worst rating was given to the ESP-r system.
Interfaces of most simulation programs have not yet been developed to a degree
where asimulation model can be created effortlesdly.
Programs that alow a quick model definition have restrictions in the modelling detail
the user can specify.
Figure 2.10 also illustrates a strong correlation between the time spent to create a
simulation model and the detail in the possible model definition. It can be seen that
with both ESP-r and BDA considerable time is required to produce a simulation
model, but the models have the greater detail in comparison to the LT-Method and
Energy 10. Thisfact is supported by findings described earlier in section 2.4.2.
Table 2.3 displays from Table 2.2 the rating of the performance predictions that the
different smulation programs provide. The main observations are again also based on

research mentioned earlier in section 2.4.2;



The LT-Method, with the best rating for ease of use, provides the least information on
buildings performance.

Despite the fact that the BDA alows a detailed model definition (what also resultsin
a more time consuming definition process) the program only provides limited
performance information.

The only program that deals with al result outputs was the ESP-r system.

BDA Energy 10 | LT-Method ESP-r
Annual energy consumptions + + + +
Monthly energy consumptions + + +
Hourly energy consumptions - +
Comfort studies - + -1+ +
Energy breakdowns - + +

Table 2.3: Performance predictions provided by the different smulation programs

25 Barriersfor the application of advanced simulation programslike ESP-r

The previous sections indicated advantages that the contemporary building design
process could gain from the application of advanced building simulation programs.
However, it was aso concluded in section 1.6 that smulation only finds limited application
in the contemporary building design process. This raises the question of reasons behind the
restricted use of simulation within the building design process. This section discusses
barriers that have been identified during the research as to why the tools have not yet found

wider application among design practitioners.

2.5.1 Relative unimportance of ener gy efficiency

It was indicated in section 1.5 that energy efficiency is often subordinated and more
priority is given to other design considerations. Despite the fact that it is not unusual for a
client to ask for a ‘green’ building design, it is often other considerations (like the cost of a
building project) that form the basis for the ultimate decison making in the design process
(Badger [2002], a senior project manager on large PFl projects within the architectural
design company where a considerable part of the research described in this thesis wascarried
out quoted this as an observation he has made frequently).

This is a barrier that cannot be addressed as part of this research on how to advance
simulation tools so that they are of use for practitioners and was hence not addressed in this
work. The unimportance of energy efficiency can however be seen as a cause for the limited

application of building simulation. During the creation of a building design designers can
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therefore pay limited attention to energy and environmenta performance issues and il
satisfy the expectations of the client. Alternatively, if the designer decides to till ensure that
the building design has a good energy and environmental performance the issue of resources
arises. It will either be necessary to convince the client that it is worth to pay for the
additional cost of the analysis or the cost has to be covered by the overall budget of the
project. It may be concluded that in such situations the designer will only make these
efforts if he/she takes a personal interest in energy and environmental design issues.

Nevertheless, the discusson in section 1.2 regarding changes in the UK Building
Regulations had concluded that in future it may be necessary to consider the energy and
environmental performance of a building when trying to obtain approva for innovative
design concepts (e.g. a building design with afully glazed fagade) — and innovation isafield
that many clients find of interest. Such developments may therefore generaly support an
increased attention to energy and environmental design consideration and also support the
application of simulation within the building design process.

2.5.2 No structurefor inclusion of smulation in the design process

Section 2.2 showed how simulation capabilities have advanced over time. This has
resulted in a situation where advanced simulation programs allow the evaluation of the same
design aspect (e.g. ventilation) with different types of smulation models (e.g. scheduled air
flow rates, air flow networks)". Different approaches normally result in differences in the
performance predictions, but also in the time requirements in creating the model aswell asin
the knowledge required by the user to create the modd.

Experts in the use of simulation are generaly capable of deciding which type of
simulation study is appropriate to support design decision making at a certain design stage
(taking into account issues such as time requirements, data availability, results reliability,
etc.). The situation becomes different when decisions have to be made by a user with only a
limited background in energy and environmental performance issues. For such a user it is
difficult to decide which simulation study is feasible at a particular design stage. In order to
integrate smulation into the overall design process, it is therefore necessary to develop
procedures that allow designers to utilise building simulation at different building design
stages [Mahdavi et a 1993].

! Hensen at al [1996] illustrate this with an example of different possibilities to evaluate the ventilation scheme of
asingle room.



It is therefore not sufficient to focus research efforts only on the development of new
simulation functionalities and capabilities but it is also important to investigate how they can
be utilised within the building design process. Aslong asthis is unclear to building designers
it will be very difficult to make them use this design support tool. This observation is aso
supported by De Wilde et a [1998] who state that: [the] future class of smulation tools
[should] adapt to the design process, and not vice versa. Thisis an issue that has not really
found consideration in the development of contemporary advanced simulation tools.

2.5.3 Complex user functionality

Frequent users of building simulation programs are generaly confident in the
application of the software. They are familiar with the tasks involved in the creation of a
simulation model and know how to navigate through the program in order to carry them out.
However, the creation of a building simulation model with an advanced simulation program
isnot atrivia task. The daily application of the tool isrequired in order to stay familiar with
its operation [Andre and Nicolas 1994]. It will be shown later (section 3.3) that this cannot
be assumed for userswho will typically use the tool at different building design stages. Keil
et d [1995] state that, especialy for non-frequent users of a design support tool, usefulness
will not compensate for alack of ease of use and will result in rejection of the tool. It will be
shown later in this thesis that this is an issue also of relevance for the application of dynamic
building simulation in the building design process (section 3.3). If it is intended to enable
non-frequent users to operate building smulation programs it is important to develop a
software tool that gives a maximum amount of guidance and which is as intuitive as
possible, both for the model creation process and the results analysis'.

Robinson [1994] distinguishes between the different philosophies in interface
developments with the term simulation language and simulator, where the former relates to
an advanced simulation tool that offers full flexibility in the model creation, whereas the
latter stands for purpose-designed software that smulates a specific range of parameters.
Simulators are generally menu driven, construction of models is faster, but they are less
flexible than the simulation languages. Figure 2.11 summarises their main characteristics.
Clarke and Mac Randal [1993] aimed to address the issue of different user groups by
developing a simulation tool that had different user functions depending on the background

! The development of tools that respond to the background of the user and have functions that allow the quick and
easy performance of an assessment is an issue that does not only relate to building simulation but is a general
consideration when developing Design Decision Support Systems (Do 1996).
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of the user. However, the concept was never implemented in a software tool which is
currently available for designers.

Feature Simulator | Simulation Language
Modelling flexibility 5 e———
Duration of model build 0 = e———
Ease of use * o
Time to obtain modelling skills 0 O ———

Figure2.11: Comparison between simulators and simulation languages (after Robinson [1994])

(Lower 00— Higher)

2.5.4 Limited performance prediction analysis

The efficient analysis of performance predictions obtained from a simulation exercise is
as important as a quick and reliable model definition process. The time required to carry out
such an analysis with the tools currently available can be considerable, depending on the
type of investigation carried out. Consequently, the users of the programs often draw
conclusions from a simulation exercise by having a look at high level performance criteria
(e.g. overheating hours or energy consumptions) without interrogating reasons behind this
performance [Ho 1999].

In addition, the advanced smulation programs currently available often do not give
sufficient support to the user in carrying such an investigation [Soebarto and Williamson
1999]. However, when using building simulation throughout the design process the situation
becomes even more complex. At the different design stages, designers will require varying
types of information and it will be users with different backgrounds (architects or engineers)

to whom this information is going to be presented.

2.5.5 Uncertainty

Uncertainty of input data is an important aspect of building performance predictions [De
Wit 2001, Macdonald et al 1999]. Especially at the early design stage, designers are often not
in a position to specify certain data types (e.g. internal heat gains in an office space). On the
contrary, they might actually prefer to specify a potential data range and hence obtain a
better understanding of how the building is likely to perform under different conditions.
Uncertainty can occur in numerous model entities, including climatic data, form and fabric,
ventilation, occupancy behaviour and systems control. The routine consideration of
uncertainty by simulation programs would allow the analysis of a building in a more holistic

way.
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2.5.6 Validation

Vaidation has been an issue since the introduction of the first smulation programs (see
as an example [Strachan 2000] which lists numerous validation exercises carried out for the
ESP-r system). Clarke [2001] points out that ultimately a program’ s predictive accuracy can
only be assessed by comparing its outputs with buildings in use. Such a validation exercise
would be complex technically and expensive, and can only be pursued in well-resourced
projects. With respect to the ESP-r system Clarke states that while the program performed
wdl in one project it sometimes failed when a similar test was repeated in ancther project.
The complex issue of validation has resulted in the development of diagnostic test such as
BESTEST [Judkoff and Neymark 1995] for the evaluation of new simulation programs.

Nevertheless, the barrier of distrust by some designers in performance predictions does
remain. In this context it should be emphasised that inaccurate performance predictions can
also be caused by incorrect model specifications by program users.

2.6 Initiatives to advance the use of simulation in the building design process
2.6.1 Scottish Energy Systems Group (SESG)

The SESG [McElroy and Clarke 1999, SESG 2003] is a joint Scottish Office, Industry
and Scottish Enterprise venture which aims to transfer smulation to energy sector companies
and to support this transfer in the context of day-to-day work practices. The group is a
successor of the Energy Design Advice Scheme (EDAS), another UK Government initiative
that delivered external design advice supported by simulation exercises. The intention is to
demonstrate that simulation-based design can yield useful results, quicker, cheaper and better
than conventional methods.

Although the SESG’s main focus is on the built environment, the group supports in
principle every company or organisation that works in the energy or environmental sector
that can utilise the benefit of smulation. Members of SESG are 30 design engineering
companies, 10 architectural practices, 1 multidisciplinary design practice, 3 local authorities,
2 manufacturers and 2 University departments. Based on a survey the SESG estimates that
efforts made by the organisation resulted so far in energy savings of around 66.5 million
kwWh.

The SESG conducts technology transfer in two main ways. Supported Technology
Deployments (STDs) and through Advocacy Groups.

STDs [McElroy and Clarke 1999] are the mechanism by which SESG members are able
to obtain in-house support from modelling specialists seconded to the design team. The aim



is to alow practitioners to gain risk-free access to smulation in the context of live projects
and otherwise normal work practices. This scheme can be supported by a loan pool of

computers with already installed simulation software — the companies also have the option to
purchase the computer at the end of the STD. So far the SESG has carried out over 50 STDs,
with 24 companies also benefiting from the loan pool program and severa also purchasing a
computer..

Advocacy Groups are formed with members of different design teams. This allows the
group to explore issues together and thereby to identify opportunities for, and barriers to, the
effective application of simulation in their area. Their views are disseminated through SESG
newsl etters and workshops.

In addition to STDs and Advocacy Groups the SESG also organises information days,
seminars, training days and workshops.

2.6.2 Solar optimierte Gebaude mit minimialem Ener giebedar f

“Solaroptimierte Gebaude mit minimialem Energiebedarf” (Solar optimised buildings
with minimum energy consumption) is an initiative by the German government with the am
of enhancing the use of simulation in the building design process. The program is new for
Germany because it is an alteration from the usual research funding scheme which had until
then focused on building components (e.g. transparent insulation, photovoltaic systems or
energy efficient heating systems).

Funded projects are non-residential buildings with public access. The overall building
energy consumption has to be below 70 kWh/nfa and the heating energy consumption must
not exceed 40 kWh/nfa. The buildings are also monitored during occupation to find out
whether the predictions during the building design were correct. Building design and
monitoring is carried out in close collaboration with Universities to ensure that education
benefits from knowledge and experience gained.

2.6.3 Discussion

Although the German initiative promotes simulation within building design it also
relates specifically to highly energy efficient building design and not to routine building
design. Another observation is that many architects involved in the project have past
experience in the design of energy efficient buildings — some have played a key role in their
promotion.



It seems likely that the approach of the SESG will (at least in the short term) have a
greater impact on the wider use of smulation among genera practitioners because it presents
simulation as atool that can make contributions to any type of design project. The group aso
tries to utilise experience gained from the work with genera practitioners for the
enhancement of simulation tools. Thisis reflected in the fact that the SESG aso endeavours
to feed information back to devel opers and vendors of commercial software packages.

2.7 Closng remarks

This chapter provides an overview of available building simulation software programs.
It described the evolution of dynamic building simulation programs to software tools that
allow detailed analysis of a building design proposal and pointed explained simulation can
be applied as a tool de-coupled from the design process or as an integrated application. It
was emphasised that efforts to increase the application of smulation in the building design
process should also encourage the integrated application of tools.

A comparative analysis of different smulation tools which was based on past research
and analysis by the author concluded that most of the smulation tools are still not easy to
operate and that tools that alow a quick model definition do not alow a detailed model
specification.

The chapter also introduced two initiatives that have been established to advance the
application of smulation in the building design process. It was stated that the German
initiative (“Solaroptimierte Gebdude mit minimialem Energiebedarf”) relates smulation
mostly to very energy efficient building design whereas the Scottish Energy Systems Group
emphasises the fact that smulation can be applied in any design project. In this context a
general observation by the author is the fact that despite an extensive literature search no
references were found for similar initiatives in other countries,

On a genera level the conclusion can be drawn that simulation programs do not fully
address the needs of building designers. This is a consequence of the fact that simulation
programs still have not been developed to a degree that they could be classified as 4"
generation tools as outlined in section 2.2.1 of this chapter.

After having obtained from this chapter an understanding of capabilities and potential
application of smulation programs, the next chapter discusses how these tools could be

better integrated into the building design process.
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CHAPTER 3

THE SIMULATION SUPPORTED DESIGN PROCESS (SSDP)

3.1 Introduction

Dynamic building smulation was presented in the previous chapter as a DDSS that
enables the designer to assess the energy consumption and comfort conditions that can be
expected from a building. This chapter describes research carried out to enable the efficient
utilisation of simulation in the building design process: the development of a concept for a
simulation supported design process (SSDP). The first section of this chapter contains an
overview of the different phases of the building design process, followed by adiscussion of
how simulation can be used to carry out energy and environmental analysis at the different
design stages. This is followed by a specification for a SSDP and a description of the
implementation platform chosen for this research. Following this, the chapter deals with the
selection and definition of design parameters to be evaluated with the SSDP at the various
stages of the building design process, followed by the definition of the focus for its
implementation.

3.2 TheRIBA Design Stages

The structure of the SSDP was based on the RIBA Design Plan of Work [RIBA 1995],
which divides the design process into different stages. The plan of work iswidely recognised
in the UK construction industry and associated professions as a model set of procedures for
building project administration. Using the RIBA plan had two benefits: (1) it is based on a
structure the designers are already familiar with, thus making it easier for them to
accommodate the idea of using simulation within arecognised design process; (2) it is likely
that architects (at least in the UK) will follow, to a certain degree, the design process
described in the document.

The RIBA plan groups the building design process into twelve different work stages,
ranging from an Inception Sage where the first contact with the client is made to a Feedback
Stage at the end of the project. The stages are described briefly in Table 3.1. Three design
stages were identified where simulation can make a contribution to an improved building
design (see dso Figure 3.1):
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Ouitline Design Stage

Scheme Design Stage
Detailed Design Stage

Reasons for the selection of these 3 stages is discussed in the following. The choice was

made based on findings from discussions between the author and architects of the company

where research into the SSDP was carried out.

Work Stage Description

A: Inception Discuss the client’s requirements including timescale and financial limits;
assess these and give general advice on how to proceed.

B: Feasihility Carry out a study to determine the feasibility of the client’ s requirements.

C: Outline Analyse the client’s requirements, prepare outline proposal and an
approximation of the construction cost.

D: Scheme Develop a scheme design sufficiently accurate to illustrate special
arrangements, materials and appearance.

E: Detail Detailed definition of design.

F and G: Production | Prepare production information (drawings, materials, workmanship);

and Bills prepare bills of quantities.

H: Tender Invite tenders.

J: Project Planning Appointment of contractor.

K: Operation onsite [ Administer construction operations on site.

L: Completion Guidance to maintenance, provide drawings to client, including service
installations.

M: Feedback Occupiers evaluate building.

Table3.1: The RIBA design stages(summarised after [RIBA 1995])

Pre-Design A? B

Design ?? C? D? E

Prepare To Build ?? F? G? H

??2J3? K? L

Post-Construction ??M

Construction

Figure 3.1: RIBA design stagessplit into phases (after [Kagioglou et al 1998])

Outline Design Stage: During the Outline Design Stage the designers produce a range
of design options, which will in the first instance be an intuitive response to factors such as
site conditions, size, orientation and views. These options are then analysed and presented in
the form of afeasibility study, which shows the design analysis, and options considered. The
study will be sufficiently detailed to establish the outline proposa preferred. The analysis
also includes a cost appraisal.
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Scheme Design Stage: The Qutline Design Stage proposal, approved by the client, is
taken to a more detailed planning level in the Scheme Design Stage. The designer will have
to ensure that al the clients' needs and requests are integrated into the design proposal.

Detailed Design Stage: In the Detailed Design Stage the approved Scheme Design
solution is worked through in detail. Detailed design drawings are produced for co-
ordinating structure, services and specialist installations. Interna spaces may also be detailed
to include fittings, equipment and finishes.

During the Inception and Feasibility Stage the designer does not design the building, but
determines objectives and constraints that will then influence design decisions. This will
normaly include planning permission issues, hedth and safety, a site vist, financia
considerations and any other aspect that is relevant for the particular project.

Despite the fact that simulation cannot be applied at these design stages it is still
possible to address energy and environmental aspects (see Figure 1.7 in chapter 1), eg. by
pointing out to the client the benefits of investing in environmental design studies or
ensuring that the cost for later smulation exercises is considered when the budget for the
building is determined and established.

Similarly, after the Detalled Design Stage building smulation can still be used.
However, it will then not serve as a Design Decision Support System, but as support for the

control and operation of the building services systems [Clarke et a 2001].

3.3 The potential role of simulation during the design process

So far this chapter has given a description of the various building design stages. This
section discusses how simulation can support the design decision making at the Outline,
Scheme and Detailed Design Stage.

3.3.1 Outline Design Stage

At the Outline Design Stage simulation will be used to understand how design decisions
made in this design phase might affect the performance of the building. Since these decisions
are likely to fundamentally affect the performance of the finalised building design (e.g. does
the building need air conditioning or does natural ventilation provide adegquate summer
comfort conditions) the application of simulation at this design stage is particularly desirable
to ensure that the designer does not give preference to a design concept without realising
energy and environmental implications.

The designer should therefore be provided with an indication of the expected building

energy consumption and in many @ses aso the comfort conditions in the building. An



analysis should aso identify any parameters that may cause problem(s) and the scale and
extent of the problem. Simulation can be used to compare the performance that can be
expected from different design geometries and/or to evaluate the performance of different
designs that are based on one particular geometry (see Figure 3.2).

@

(b)

Figure 3.2: Different analyses at the Outline Design Stage: (a) assessment of different geometries (b) analysis
of the same geometry by changing the fagade construction

The Outline Design Stage is also the design stage with the shortest time available to the
designer in terms of decision making: this time pressure needs to be addressed when
developing a simulation tool suitable for use at this design stage. If it is too time consuming
to create amodel the designer will rgject the tool — quick turnover times in ssimulation model
creation and performance prediction analysis are vital.

With respect to the typical user of the simulation software at this stage, it is likely that it
will be architect who will undertake the smulation exercises. This is due to two main
reasons:

At this stage an architectura company has normally not won the contract for a
project, but is competing with other design teams. There will be a limited budget or



no fees paid for the smulation work and hence there is no budget to commission a
sub-contractor to undertake a smulation exercise. The architects will therefore want
to undertake any smulation in-house in a quick (and cheap) manner.

The design at the Outline Design Stage is undergoing constant and rapid changes.
From experience, the designer will be able to assess changes in terms of
functionality and aesthetics, but ideally should aso be able to undertake a more or
less immediate evaluation of the energy and environmenta assessment of a design

proposal. Thisis only possible if the smulation is carried out in-house'.

3.3.2 Scheme Design Stage

In the Scheme Design Sage the designer will want to investigate problem areas that
have been identified or to obtain information on how to improve the energy and
environmenta performance of the building. Most of the simulation exercises a this stage
will be carried out for typical sections of the building or in areas where problems have been
identified.

Simulation exercises carried out at the Scheme Design Stage are more advanced than the
ones described above for the Outline Design Stage and currently they are usually carried out
by a simulation specidist. In order to enable architects to undertake these studies routinely,
significant changes would be required to current building smulation tools. However, for a
number of reasons this would aso be a desirable development:

Design decisions at the Scheme Design Stage can significantly affect the aesthetics
of the building, an import design aspect for architects. If it is possible for architects
to undertake simulations themselves they will thus be less detached from the
technical aspect of these design decisions than is currently the case.

Commissioning somebody else with the assessment of a building design might not
allow the architect to further investigate issues that may become obvious after

1 Other research (de Wilde et al 2001) points out that in low energy building design significant decisions about
the application of advanced energy efficiency design features are made without the backup or support from
simulation (e.g. the use of solar hot water systems, PV panels). De Wilde (2001) also states that these simulations
cannot be carried out by architects but by simulation experts, requiring more time for the Outline Design Stage.
From the research undertaken as part of this project it seemslikely that such decisions are indeed made at early
design stages. It is also true that such simulation exercises would have to be carried out by simulation experts.
However, although it might be that a client interested in alow energy building design will aso be prepared to
alow additional time to undertake simulation exercises it is questionable whether this longer duration of the
design process will be acceptable in a general design situation.



viewing performance predictions obtaned from a simulation exercise, hence the tool
is not used to its full potential.

3.3.3 Detailed Design Stage

During the Detailed Design Stage, the building design is progressed in detail. By
finalisng a large number of design parameters, the designer will have removed significant
uncertainty that was contained in simulation models of earlier building design stages. This
data accuracy is a necessity for the advanced simulation exercises that will be carried out at
the Detailed Design Stage, e.g. the design of an air conditioning or natural ventilation
system. In contrast to the Scheme Design Stage where simulation was employed to give a
genera indication of the performance that could be anticipated from a design, the design of
such building services system requires reliable input data.

Checking the robustness of a building design is another area where building simulation
is applied to address issues such as the summer comfort conditions of a building and the
performance of a heating plant during extreme winter conditions. Currently these design
checks are often the only way in which simulation is applied in the design process [Hien et &
2000, Clarke 2000]. At the Detailed Design Stage smulation aso finds the widest
application in the building design process.

In this context it should also be emphasised that currently for some building projects
such a performance prediction analysis is not only carried out during the detailed design
stage but even during the construction phase. This illustrates the ineffective manner in which
simulation is currently applied within the built environment. With the routine application of

the SSDP this approach should not be taken any more.

3.4 Design specification for the SSDP
After having described how simulation can contribute towards an improved performance

and quality of the building design, this section provides design specifications for the SSDP,
covering the following issues:

Allow evauation of relevant design parameters;

include flexibility for future design trends or building technologies;

produce simulation tools that will be accepted by designers,

produce maximum results accuracy.
They form the basis of SSDP implementation concept which is displayed in figure 3.3. The

specification is the result of research by the author which wes carried out by means of



observations and discussions with designers but was also influenced by the author’s
knowledge about state-of-the-art smulation capabilities. The approach will be discussed in
section 3.6.1 and judtified in section 3.6.2, but benefits of the SSDP will be illustrated
throughout the thesis.

3.4.1 Allow evaluation of relevant design parameters

The previous section describes how a design team will use smulation differently at the
various building design stages. At the beginning of he design process they will use
simulation to determine benchmark figures of the building performance, whereas in the
Detailed Design Stage the simulation focus will be, for example, on the design of the
building services systems. Simulation tools should thus be flexible enough to provide the
design team at every design stage with tools that enable them to carry out relevant analysis.

3.4.2 Include flexibility for futuredesign trendsor building technologies

The expectations from clients when commissioning a building design change over time.
Recently, there has been a trend by some clients towards a requirement for non air-
conditioned offices. Such buildings require a different design approach, the designers need to
establish at early design stages whether or not their particular design concept can be cooled
to the necessary levels by means of natural ventilation, what the required air change rates
would be and in how far a heavy construction could contribute towards lower temperatures
in the building — none of these evaluations would be part of the design of an air conditioned
office building. If the trend towards non-air conditioning continues, the designer will need
simulation tools that are suitable for carrying out the relevant simulation studies throughout
the design process. Other design trends are likely to occur in the future and therefore it was

seen as important that the SSDP is flexible enough to respond to such developments.

3.4.3 Produce smulation toolsthat will be accepted by designers

The contemporary building design process imposes much pressure on the design team
members. There is therefore arisk that building simulation is seen as an additiona * burden’
and not as a useful tool. An example of this would be at the Outline Design Stage, where
designers have only limited time to create their design proposal — any tool used at this design
stage will have to produce performance predictionsin a fast turnover time.  Such issues need
to be reflected in the design of software tools for the SSDP.
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3.4.4 Produce maximum results accuracy

The benefit of a smulation study for a designer depends on the accuracy of the
performance predictions, which again depend on two main aspects: (1) the ssimulation engine
of the simulation program, which performs the calculations and (2) the accuracy and detail of
the model that was used in the smulation. The SSDP should be based on a state-of -the-art
simulation engine that also allows a sufficiently accurate definition of the smulation model.

3.5 Introduction to the SSDP implementation concept

The previous section outlined the specification for the SSDP. This section introduces the
implementation concept that was developed based on this specification. It is depicted in a
diagram in Figure 3.3. The diagram shows that the same advanced simulation engine (ESP-r,
[ESRU 2002]) is used throughout the design process, but with interfaces and performance
prediction analysis customised to the different design stages. The ESP-r smulation engine
(asdescribed in section 2.4) is suitable for the various requirements outlined above: it isable
to smulate a large number of design parameters, it provides the flexibility to adapt to the
changing expectations that building designers might have from building smulation in the
future and the detailed model definition in combination with the advanced simulation engine
can produce a good performance prediction accuracy.

3.6 Discussion of and justification for the SSDP implementation concept

The literature suggests different approaches as to how to integrate smulation software
into the building design process. CIBSE [1998 a] suggests two possible approaches. one
applies simplified smulation tools at early building design stages and sophisticated ones at
later design stages, the other uses sophisticated tools throughout the design process. Clarke
[2001] suggests that it is more efficient to use a single simulation program throughout the
building design process than to use a succession of tools. The following section describesthe
advantages of using the same simulation engine throughout the design process, followed by a
justification of the approach.

3.6.1 Discussion of SSDP implementation concept
Communication isimproved between the different design parties

It is desirable to bring together the different parties involved in the building design
process because of the improvement that this can bring to the quality of the building. Kalay
[1999] argues that the facilitating of collaboration between the various design professionals



who are involved in the design process will represent convergence on a single, origina goal
— the use of computers to help designers assess the quality and implications of their design.
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Figure 3.3 SSDP implementation concept
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It can be argued that this communication is best achieved when the different design
parties (especially architects and building services engineers) use the same simulation
engine. Asthis enables building services engineers to work with amodel previoudly created
by an architect, either to extend it to carry out their own design work or to analyse in more
detail adesign aspect an architect would like to have evaluated in more detail. Discussions
that can follow from such an exercise are assisted by the fact that both design parties will
refer to a simulation model they are both familiar with. This helps to remove the decoupling
of decisions made on mechanical systems and control from the early building design process
[Hien et d 2000]. This was adlso emphasised by the DETR [1996] as an important design
element:

“Services should form an integral part of the design concept of the
building, not as a means of creating satisfactory internal conditions
within a poorly designed building structure. It isimportant therefore that
the Building Services Engineer isinvolved early on” .

Performance predictions are based on the same simulation engine

Because of validation issues that are involved in every smulation exercise (see section
2.5.6), the chance of a difference between predictions obtained from smulation and the
performance of the real building remains. However, when the performance predictions are
created with the same simulation program, differences will only be caused by variations in
their smulation models and not by the use of different smulation engines, and will thus be

valuable as comparators if not in absolute terms.

Developments of the simulation engine can benefit all design parties

Simulation programs undergo constant improvements, either by advancing the algorithm
of an dready integrated element or by implementing additional functionality. By using an
advanced simulation engine throughout the design process, al design parties benefit from
these developments. If different programs are used at the various design stages (e.g. the LT-
Method at the Outline Design Stage and ESP-r at the Detailed Design Stage) enhancements
only benefit certain groups of designers.

3.6.2 Justification for SSDP
In 2000, a training course was run for where architects were using the fully functional
ESP-r interface. The course lasted three days and covered the tasks involved in the definition



of abasic smulation model but also demonstrated how more complex simulation models are
created. This gave the architects a fairly comprehensive overview over smulation exercises
that can currently be carried out with an advanced simulation tool, but also skills and
knowledge which is needed to perform such ssimulation exercises. An important conclusion
from the course was that it is not advisable to integrate simulation into the building design
process by simply making it available to al design team members. There are a number of
reasons for this:
The background of the different potential user groups of building smulation is very
different (see section 3.3). The matter can be seen as analogous to the devel opment
of different CAD tools for the building design process. architects, structura
engineers and building services engineers all require different user functions. The
developers have not integrated them into one tool, but developed different versions
for the different users.
Architects, in particular, find it difficult to cope with the technica complexity
required to enable them to evaluate different design options with an advanced
simulation tool [Robinson 1996]
The thesis has already highlighted the fact that the designer will want to evaluate
different issues at different design stages. Integrating al of the user functions
required into one tool will result in an over-complex system. Different users also
need to be presented with performance predictions in different ways.

As a consequence of the conclusion derived from the ESP-r course (as described above)
it was decided to continue to follow the idea of using the same simulation engine throughout
the design process, but with interfaces, software functionality, defaults and results analysis
tailored to the requirements of all three design stages and the corresponding user types.

3.7 Criteriafor the selection of design parametersto evaluate with the SSDP

As part of the definition of the SSDP it was necessary to specify which design
parameters to evaluate by means of smulation and at which design stage to carry out the
assessment. This section discusses which parameters were included in the SSDP. These
parameters are then allocated to the various design stagesin section 3.8,

A decision had to be made about the design parameters that should be included within
the modelling procedure. The selection was based on the following criteria:

parameters that the designer will want to evaluate;

parameters with important implications that the designer should be aware of , and
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parameters that are cost effective and that are aready established in the built

environment (e.g. photovoltaic panels have not been included because their payback

periods can exceed the life span of a building).
Design parameters, especialy for the first two considerations, will change with the project
type. With a very energy efficient building design the design parameters would differ from a
conventional building design. The discussion below relates to conventional building design,
which was the main aim for the SSDP (rather than for example highly energy efficient
building design that is not commercially viable).
The selection criteria listed above as well as the allocation of different design parametersto
the various design stages as it will be described later in section 3.8 is the outcome of a
considerable research effort over severa months within the architectural company were the
SSDP was developed which lasted several months. In an initial phase the author was
introduced by senior members of the design team to the nature of the contemporary building
design process. This knowledge was further increased by the author observing common
design practise (monitoring progress and developments of design projects, attending design
reviews, etc.). In the same period the author aso introduced the designers to capabilities of
contemporary advanced simulation tools. This initid research phase resulted in the
development of afirst prototype for a SSDP, which was then refined over time. An example
for alater ateration of this prototype was the decision that air flow networks should mainly
be applied at the Detailed Design Stage (initially they were fully integrated into the Scheme
Design Stage).

3.7.1 Parametersthe designer will want to evaluate

For a number of design parameters, designers will appreciate the potential benefits of
use of simulation because they know it can influence the energy and environmental
performance of the design. One example is the glazing area of afacade, which has an impact
on the heat loss through the building envelope, solar radiation entering the building and
natural light that is available. Architects are often uncertain about the implications of large
glazing areas, and simulation can provide clarity [Baker and Steemers]. Another example is
the impact of thermal mass on the summer performance in a building. All of these are issues

that building designers are generally aware of, but are not currently able to evaluate in detail.
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3.7.2 Parameters with important implications that the designer should be awar e of

Sometimes it is useful to highlight the impact of design decisions to designers to
emphasise possible performance implications. One example would be the quantification of
heat 10ss caused by ventilation and how this compares with conductive hest loss. This could
lead to the integration of a heat exchanger into the building design.

3.7.3 Parameter swhich are cost effective and established in the built environment
The design parameters that have been included in the selection are both cost effective
and are dready well established in the built environment as the SSDP should be gpplicablein

the conventional building design process.

Cost effectiveness

Only cost effective building components have been included into the SSDP. Building
integrated electricity generation such as photovoltaic (PV) panels or ducted wind turbines are
for example not cost effective and have hence not been considered. This situation could
change in the future with the development of new technologies or the introduction of
substantial funding by the government. In that case such parameters would need to be taken
into account.

Established in building industry

It was decided to consider only building techniques in the SSDP that are established in
the building industry in order not to overcomplicate the procedure. The introduction of
simulation in combination with additional design considerations as new elements could
cause resistance caused by the increased complexity of the decision making.

It could be argued that upcoming (and hence nontestablished) technical developments
should be integrated into the ssimulation approach, e.g. the utilisation of wind energy in the
built environment because such incluson would mean that smulations could have
educational benefits by highlighting benefits to the designer. However, it was concluded that
the above argument was of greater importance for the successful implementation of the
SSDP.



Scheme Design Stage Outline Design Stage

Detailed Design Stage

Fixed Parameters

Evaluated Parameters

* building orientation (appraisal);

« insulation of building envelope and
(optional) glazing;

« thermal mass (appraisal);

* space usage;

* glazing area (appraisal);

* solar control (appraisal);

« air change rate (appraisal);
« floor plan depth;

- fuel type.

« shape of the building;
« orientation of the building;
« insulation and mass;

« attribution of building zones
with a certain function;

« the window size in the
different facade orientations;

« solar control requirements;

* summer ventilation
requirements;

« fuel type.

* glazing (detailed analysis);

* glazing type - shading and/or blinds -
blind type and blind control;

- orientation (small adjustments);
« air change rate (detailed analysis);

» material adjustment in overheating
areas;

« artificial lighting strategy, daylight
utilisation, visual comfort;

« cooling required: yes/no?

« finalised material definition;
« finalised building orientation;
« finalised ventilation strategy;

« finalised window properties
(size, type, solar control);

« lighting strategy, daylight
utilisation, visual comfort;

« cooling: yes/no.

Detailed technical analysis. Examples
are:

 assessment of a passive cooling
systems (e.g. ground cooling);

* assessment of passive heating
systems (e.g. solar preheat of air);

« ventilation studies (design of natural
ventilation systems, displacement
ventilation system);

« test and refinement of heating and
cooling control strategies.

Figure 3.4: Design parametersto be evaluated at the various building design stages




3.8 Design parameter evaluation at different building design stages

Figure 3.4 displays the different parameters identified as relevant for an evaluation with

simulation tools at the different building design stages. The following sections will discuss

these choices in more detail. The process how the parameter classification was derived was

described in section 3.7.

3.8.1 Parametersincluded in the Outline Design Stage

Table 3.2 lists design parameters that were identified as relevant for an evauation at this

design stage (see section 3.7). In the next sections, the text discusses the content of the table

in more detall.

Design parameter

Reason for appraisal

Building orientation (appraisal)

Orientation might be altered in response to site conditions or in
order to improve the energy or environmental performance.

Insulation of building envelope
and (optional) glazing

Construction types are normally established at an early design
stage; glazing might already be ‘fixed’ to double-glazing.

Thermal mass (appraisal)

Early design decisions about constructions also affect thermal
mass of building.

Space usage

The location of the different functional zones in the building is
an important consideration at the Outline Design Stage.

Glazing area (appraisal)

Decisions about glazing areas are mainly made at the Outline
Design Stage and implications of these choices should be
emphasised to the designer.

Solar control (appraisal)

In certain design projects it might be important to give the
designer an understanding for potential improvements of the
building performance by applying solar control.

Air change rate (appraisal)

In certain design projects it might be important to give the
designer an understanding for potential improvements of the
building performance by changing ventilation rates.

Floor plan depth With the specification of the building geometry the designer
also establishes floor plan depths for a building. It is important
to indicate implicationsfor building performance.

Fuel type Fuel types are often established at early building design stages

and affect the energy cost and emissions from the building.

Table 3.2: Design parameters evaluated at the Outline Design Stage (summary of following discussions)

Building orientation (appraisal)

There can be different reasons for evaluating different building orientations:

An initial appraisal has resulted in a number of design concepts with different

building orientations.

The designer intends to rotate a building to improve performance parameters such as

side access or fire regulations.




The designer considers a change of the building orientation as a result of a poor
building performance identified in a smulation run (e.g. rotate spaces that overheat
out of the sun).

How far the orientation of the building can be atered as part of a specific design project
will depend on design constraints. The site may only allow one orientation for a building or
the architect might not be prepared to consider another orientation, perhaps in order to direct
a certain building section with a prestigious facade towards a certain orientation. These

congtraints can limit potential orientations to only afew possibilities'.

Insulation of building envelope and (optional) glazing
There are a number of reasons why the construction types used in the building (and
hence the U-Vaue of the building ewelope) are often established at the Outline Design
Stage:
To establish the cost of a building it is necessary to have an understanding of the
constructions used.
The construction time depends on the building materials used. In many building
projects this is important, so construction type will be selected at an early design
stage.
The finishing of the building envelope influences the aesthetic appearance of the
building and aesthetics are important considerations of the ODS. The finishing will
depend on the materials used and will therefore also have to be considered.
The building insulation isan important parameter that influences the energy performance of
abuilding, as already indicated earlier (section 1.2) with respect to the Building Regulations.
Whether to also assess the U-value of the windows will depend on the design am. In a
conventional building design the client will ask in most cases for double-glazing. If the
intention is to design a low energy building, high insulation glazing should be taken into
account.

1 Some research aims at establishing a building orientation by applying optimisation technique towards limited
parameters. For example, Klemm et al [1999] do this with respect to the air flow around a building. The

numerous issues that affected decisions about the building orientation make the applicability of the approach
questionable.



Thermal mass (appraisal)

The massing of the building is aso affected by early decisions related to the building
construction. The therma mass can significantly influence summer comfort within the
building. Again, a number of considerations will influence the design decision. Lightweight
partitions are cheaper than brick partitions and also offer a higher degree of flexibility for
future changes of the room layout. Suspended ceilings are often used for the building
services. Despite these disadvantages a designer might still chose a heavyweight
construction if simulation has illustrated the benefits.

Space usage

A significant part of the design decisons made at the Outline Design Stage is the
location of different functional zones in the building. This can be influenced by operational
(distance between two different functional zones of a building) or external conditions (place
the ward section of a hospital so that the occupants have a nice view towards the outside). A
change in space usage can influence both energy consumption and comfort of a building. For
example, psitioning a building zone with high internal gains in a south or west-orientated
building section can increase summer overheating problems, which should be addressed by
the design team. The designer might then deliberately change the distribution of different
space functions to improve the performance of a building. Enabling a designer to assess
these implications can support the decision process and space usage was therefore included
as aparameter in the Outline Design Stage™.

Glazing area (appraisal)

Glazing area is an important issue for architects, to a large extent because it is a mgor
means of influencing the aesthetics of a building. Prestigious fully glazed entrance halls or
fully glazed facades, for example, are now commonly found in the built environment.
Glazing decisions are mostly made at the Outline Design Stage and their impact on the
design should then also be addressed. DDSS such as the LT-Method [Baker and Steemers)

assist designers with optimisation of building glazing ratios.

! The distribution of the different space functions within the building is generally amajor consideration at the
Outline Design Stage. It involves considerations ranging from distance between related roomsto fire strategies.
This has resulted in simulation tools that try to address these issues [Leusen and Mitossi 1998].
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Solar control (appraisal)

At the Outline Design Stage the designer will normally not carry out a detailed appraisal
of different solar control options. However, it might still be feasible to evaluate the genera
potential of solar control to improve summer comfort conditions. This should be carried out
in a pragmatic way, e.g. by enabling the designer to incorporate an advanced solar control
mechanism such as efficient external blinds to give an understanding of the potential of
applying solar control. With this approach the designer obtains a general understanding in
how far solar control can or cannot enhance the summer performance of the building (solar
control might actually in some cases not be useful because cooling loads are produced for
example by internal heat gains). The exact design of the solar control will be tested and
specified at later design stages.

Air change rate (appraisal)

Summer comfort is, to a significant extent, influenced by the air change rate of the
building. Hence an analysis should be undertaken of the impact of the air change rate on the
summer performance of the building. The simulations are at this stage undertaken by means
of different fixed ventilation rates, detailed analysis using air flow networks is not applied.
Two design team members benefit from this simulation:

The architect who gains an understanding how far a design can provide required
comfort conditions by enhanced natural ventilation in combination with the building
form and fabric;

An HVAC expert who can evaluate whether the required ventilation rate can be
achieved in the proposed building design.

Floor plan depth
Floor plan depth is another important design parameter at the Outline Design Stage, and
the implication of the choices made should be made clear to the designer. Decisions made
have influence on
heating and cooling loads;
the natural light in the building;
energy requirements for mechanical ventilation.
The floor plan depth, and hence the ratio of the building volume to the external surface
area, affects both the heating and cooling load of the building. A compact building design
reduces the external surface area and hence the conductive heat loss of the building. In



addition, uncontrolled infiltration does not occur in areas located in the centre of the
building. Rooms in the core of the building will also not receive any direct solar heat gains.
The cooling load that needs to be provided by the air conditioning plant can thus be reduced
to the cooling of ambient air and the removal of internal heat gains but not solar gains.

Daylight is only available at the perimeter of a building. A number of parameters that
influence the daylight availability in the building are often not determined at this design
stage. Examples are the colour of surface finishes, the window shape and location in external
wall. Making a prediction of the daylight factors using simulation will therefore provide
results with some degree of uncertainty, but the information is still of significance for later
design stages and the general performance of the building and should be communicated to
the designer™.

Energy requirements for mechanical ventilation is another factor affected by the floor
plan depth. Deep core buildings can have significantly higher energy requirements caused by
the need for mechanical ventilation.

Fuel type

The fuel type used in the building can have significant implications for the energy cost
and emissions caused by a building. This selection of a fuel type for a building also often
takes place at early building design stages and should therefore be included in the appraisa
at the Outline Design Stage.

3.8.2 Parametersincluded in the Scheme Design Stage
Table 3.3 listsdesign parameters that were identified as relevant for an evaluation at this
design stage (see section 3.7). In the next sections, the text discusses the context of the table

in more detail.

Glazing (detailed analysis)

Because of lack of information and time constraints at the Outline Design Stage
decisons made related to the glazing area tend to be general. The Scheme Design Stage
offers the opportunity to assess glazing issues in more detail. Possible assessments are:

Assessments at the Outline Design Stage will normally neglect visual comfort. The designer will not be able to
assess other parameters such as glare or visual comfort at a workspace until alater point in the design process,
when design parameters such as floor finishing type and location of occupants in the building have been
established.
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Size and position of a window with the objective of utilising natural light and

ensuring visua comfort.

Determination of the reduction in glazing area locally to overcome an overheating

problem that was identified in a certain area of the building. This could, for example,

be the casein an IT room with significant internal heat gains.

These assessments will require the use of both thermal and lighting simulation tools.

Design parameter

Reason for appraisal

Glazing (detailed analysis)

The designer might want to change the local window size in
response to a performance problem. Another general
consideration is the window format and position.

Glazing type - shading and/or
blinds - blind type and blind
control

Thermal and visual comfort as well the air conditioning
requirements can be influenced by changes of these design
parameters.

Orientation (small adjustments);

Although the general building orientation is fixed it is still

possible to carry out small adjustments in response to an
inadequate building performance.

Air change rate

analysis)

(detailed [ The user can carry out a more detailed assessment of the
ventilation scheme itself (wider range of ventilation options,
night purge) or assess it in combination with other design

parameters (e.g. different solar control options).

Construction  adjustment in
overheating areas,

The designer can change the thermal mass of the building locally
(e.g. inan IT room) to provide a better heat sink.

Artificial  lighting  strategy, | Glazing and solar control design choices will affect the lighting
daylight  utilization,  visual | strategy for the building.
comfort;

Cooling required: yes/no? At the end of the Scheme Design Stage the designer will have an

understanding if the building requires cooling.

Table 3.3: Design parameters evaluated at the Scheme Design Stage(summary of following discussions)

Glazing type - shading and/or blinds - blind type and blind control

All of the parameters discussed in this section relate to visual and/or thermal comfort
and also potentialy to air conditioning requirements. They will be used to address problems
that have been identified earlier at the Outline Design Stage or in studies at the Scheme
Design Stage.

A large number of advanced glazing systems have been developed in response to visual
or therma comfort problems that occur in a building. Blinds or shading elements are another
way to reduce or remove visua or thermal comfort problems and can be applied in
combination with advanced glazing systems. Their control can vary from occupant operation
to advanced control systems that respond to ambient or interna conditions. The position

(internal, mid or external) and design (cloth, metal fins, etc.) of the blind system can also
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vary. By applying smulation the designer can compare the impact the different systems can
make on the building performance.

Orientation (small adjustments)

The basic orientation is fixed at this design stage. However, in some cases there is till
scope to make minor adjustments to the orientation (by say 5/10° ). These adjustments can
be useful to improve the building performance, eg. in terms of summer comfort. One
example could be west orientated rooms with an overheating problem: turning the building
(and hence these rooms) by 10° towards the north will reduce the intensity of the incident

solar radiation.

Air change rate (detailed analysis)

With the SSDP an appraisal of the impact of the ventilation rate may already have been
undertaken at the Outline Design Stage. Now at the Scheme Design Stage the designer will
be able to undertake a more detailed assessment. This can focus on the ventilation scheme
itself (assessment of awider range of ventilation rates, night purge), or the assessment of the
correlation of changes in the ventilation rates with other factors such as advanced glazing
systems, blinds, shading elements or the mass of the building.

In many cases this assessment will till be based on fixed ventilation rates that are
defined for the simulation model and not on an air flow network. This is sufficient if the
engineer designing the ventilation system is able to predict whether or not it will be possible
to design a system that will provide the defined ventilation rates. However, in other cases it
might be necessary to carry out an assessment using an air flow network. It is not possible to
define at what design stage air flow simulation should be applied within the building design

Process.

Construction material adjustment in overheating areas
If the designer has opted for a lightweight construction it is maybe still possible to
change this locally in overheating areas to a more massive construction in order to provide a

better heat sink in order to improve the comfort conditions. Lightweight constructions are

1 This ‘ change by 5/10° was a design consideration that was mentioned several times by different designers.
Generally it could be questioned that such small changes significantly affect the performance of the building, but
because of the importance the designer gave to this consideration it was still included into the SSDP.
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generaly cheaper and quicker to construct, therefore adopting the gpproach outlined above
will ensure that heavyweight construction is only used if required.

Artificial lighting strategy, daylight utilisation, visual comfort

A number of parameters specified at the Scheme Design Stage aso have an impact on
the lighting energy consumption of the building. After having specified these parameters the
designer has sufficiently detailed information to design artificial lighting strategies, daylight
utilisation strategies and to ensure visual comfort, therefore these design aspects should be
addressed at this phase of the design.

Cooling required: yesno?

Many of the design criteria listed above are intended to improve the summer conditions
in a building. If it is found that these aone are not sufficient to provide required comfort
conditions it will be necessary to apply cooling to the building. By this stage, a designer

obtains an indication of whether or not thisis necessary.

3.8.3 Parametersincluded in the Detailed Design Stage
At the Detailed Design Sage, the building design is worked through in detail. Any

simulations undertaken will be for technical reasons, for example advanced thermd or visual
assessments of the building. Examples of such simulation projects are:

assessment of a passive cooling systems (e.g. ground cooling);

assessment of passive heating systems (e.g. solar preheet of air);

ventilation studies (design of natura ventilation systems, displacement ventilation

system);

test and refinement of heating and cooling control strategies.
However, smulation at the Detailed Design Stage is currently not limited to such advanced
exercises. It isalso used to evaluate advanced glazing systems, shading el ements and blinds.
This contradicts the approach that has been presented on the previous pages. The reason is
that in current practice smulation is often used for performance confirmation of a nearly
completed building design. For this, the assessment of solar control features is undertaken to
evaluate how a design problem that has been identified at this late design stage can be
resolved. By using the SSDP, these problems should be identified earlier, making it easier
for the designer to respond before the design is fixed. With regards to the above example,
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studies of advanced glazing systems, shading elements and blinds are therefore not carried
out at the Detailed Design Stage but already at the Scheme Design Sage.

3.9 Comparison with other parameter classifications

The main aim of the research carried out in the previous sections (3.7, 3.8) wasto ensure
that the design parameter classification developed as part of the SSDP was consistent with
the requirements of the architectura practice that formed the test bed for the application of
simulation within the building design process (and especiadly a early building design
stages). This part of the research was important because any conclusion regarding the
applicability of smulation within the building design process needed to be based on a
structure were the optimal application of the tool (support of relevant design decision at the
various design phases) was ensured.

However, it was aso found of interest to evaluate to what extent the outcome of the
research is also valid for the building industry in generd. This section therefore compares the
parameter selection with other published classifications.

The approach devel oped was compared with two other approaches that address energy
and environmental issues within the building design process: the CIBSE Energy Efficiency
Guide [CIBSE 1998 b] and the Good Practice Guide “Environmentally Smart Buildings’
[DETR 1999]. The former gives general advice on how to work towards an energy efficient
building design, the latter proposes low energy measures for different design stages
considering construction cost. A direct comparison was to a degree affected by the fact that
both approaches only distinguish between Sketch Design Stage and Specific Design Stage.

The CIBSE approach focuses at the Sketch Design Stage on the following parameters:

building shape,

thermal response,

insulation,

windows,

ventilation strategy,

daylight strategy,

plant and control,

fuels,

metering.
Metering is not really related to the application of smulation in the building design process.
Building shape, thermal response, insulation, plant and control, and fuels are addressed in the
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SSDP during the Outline Design Stage. Windows, ventilation and daylight are also
addressed, but the CIBSE Guide suggests for the Sketch Design Stage a more detailed
evaluation than was suggest for the SSDP. This includes shading el ements and blinds when
designing the windows and the evaluation of daylight factors considering surface properties
and window location. The experience during the research indicated that these design
parameters would often not be specified at the Outline Design Stage. An explanation for the
extended parameter evaluation of the CIBSE Guide could be the fact that it is published by
building services engineers, and hence design considerations related to the architectural work
were summarised as Sketch Design Stage. Sketch Design Stage could be understood to be
what RIBA defines as the Scheme and Outline Design Stage, because it is the phase where
the building services engineer conventionally makes only limited contributions. The second
design phase in the Guide is the called Specific Design Stage and evaluates mainly building
services issues. This corresponds with the Detailed Design Stage of the SSDP.
The Best Practice Guide suggests for the Sketch Design Stage the following parameters:

orientation,

glazing area,

externa blinds,

painting of wall,

removal of suspended ceiling.
The guide is not ideal as a comparator because it is not a design adviser but gives
suggestions for quantity surveyors who are not directly involved in the design decision
making process. However, at the Sketch Design Stage it includes mainly considerations that
the SSDP addresses. For the Specific Design Stage it focuses on building services issues,
but it aso considers changes to the insulation level.

The similarities between the three approaches alow the conclusion that the design

parameters specified for the SSDP are not substantially different to what could be called the
‘normal’ design approach found in Great Britain.

3.10 Implementation and focus chosen

In addition to the development of the SSDP structure, the research also had the aim of
developing tools that would support its implementation into the design process. The
following section discusses the focus chosen for the research into these tools. Table 3.4 lists
the main aspects that relate to the application of advanced building simulation in the design

process and by designers by summarising findings described in previous parts of this thesis.
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The focus chosen for the development of prototypes (which is highlighted in the table) is
discussed and justified in the sections that follow the table (3.10.1 to 3.10.3).

Design Stage Model Creation Performance Prediction
Analysis
Outline Design Stage Typical users identified Performance prediction analysis

(architects) find it difficult to isdifficult for an architect.
use advanced simulation

programs.

Scheme Design Stage Does not cause major Complex if applied as proposed
difficulties to asimulation inthe SSDP. It isimportant to
expert but time consuming in | obtain an in-depth understanding
case of in-depth analysis. of reasons behind a building

performance and to compare
different reference cases.

Detailed Design Stage Normally more challenging Depending on the simulation
than simulation exercises at study ranges from easy to

the Scheme Design Stage, but | complex, tedious and time con-
possible for a simulation suming.

expert.

Table 3.4: The application of dynamic building simulation at different design stages
([[] indicates development of prototypesin this research)

3.10.1 Outline Design Stage

Building smulation is currently used a lot more at the Scheme and especialy Detailed
Design Stage rather than the Outline Design Stage. However, design decisions at the Outline
Design Stage can have maor implications on the energy consumption and comfort
conditions of buildings. It is therefore desirable to integrate dynamic building smulation into
this design stage. As discussed in chapter 2, the difficulty of usng simulation is a mgjor
barrier for the uptake of the technology at this design stage. The development and testing of

a prototype was therefore an important part of the research.

3.10.2 Scheme Design Stage

Creating a ssimulation model that can be used to assess the parameters identified for the
Scheme Design Stage is not a problem for a simulation expert, but difficult for a non-
simulation expert like an architect.

Research into a tool that could be operated by architects at the Scheme Design Stage
would have been another possible direction of research. However, for the reason stated
above it was decided that it was important to first integrate smulation into the Outline
Design Stage. The experience gained from this can then be used as a basis for additional
software developments to enable ssimulation at later design stages.
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3.10.3 Detailed Design Stage

At the Detailed Design Stage experts already apply dynamic building simulation. They
use the software on a regular basis and normally have additional background knowledge of
technical aspects of a simulation exercise (pressure coefficients of air flow network, plant
control issues, etc.), hence research was found to be of lesser priority.

A different view was taken for the results analysis at this design stage. The analysis of
performance predictions obtained is often carried out by examining the behaviour of a
building over short periods. Performance predictions obtained from longer smulation runs'
are then mainly utilised to obtain key performance data such as annual energy consumption
and frequency binning of summer temperatures. This has the consegquence that the person
carrying out the smulation exercise might not have a complete understanding for the
characteristics of the building. As a result, efforts to improve a building design are often
made on the basis of trial and error rather that on informed decision making. The director of
a building simulation company estimated than this is the case more than 50% of the times
when simulation is applied in the building design process [Ho 1999]. For this reason it was
decided to undertake research into how the quantity and quality of the information obtained

from asimulation study could be increased.

3.11 Closing remarks

The chapter described research into a simulation supported design process (SSDP), a
first step towards the integration of simulation into the building design process. It wasfound
that the potential role of simulation during the SSDP would differ according to the design
stage, ranging from a quick evauation of fundamental design decisions at early design stages
carried out by architects to detailed technical studies at late design stages performed by
engineers.

The chapter also described an SSDP implementation concept, which uses the same
advanced simulation engine throughout the design process, but with interfaces and
performance anaysis customised to the different design stages. In a discussion of the
concept it was stated that it would enhance the communication between different design
parties, that al the performance predictions are based on the same simulation engine and that
devel opments of the simulation engine can benefit al design parties.

The development of an SSDP also requires the definition of design parameters to be
evaluated at the various building design stages. The research selected parameters that were

! The issue of the length of the simulation period itself is discussed |ater in Section 5.5.3.
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cost effective and established in the built environment since the SSDP should be applicable
in the conventional building design process. The outcome of the research was compared with
two other design parameter classifications and an acceptable agreement was observed.

A genera comment regarding the research described in this chapter is the fact that it was
mainly carried out in collaboration with designers of one architectura practice. This
provided the advantages as outlined in section 1.7 (work with people who have a good
understanding of design process, carry out a detailed and focused study), but it also bears the
risk of being too limited. As a result one of the suggestions for future work is to test the
SSDP in aher design practices (see section 8.4.1). However, the research approach had the
significant advantage that a concept could be tested and implemented within the same
environment. It was hoped that this would limited the risk of trying to implement ill-fitting
an approach into an architecture company and draw wrong conclusions regarding the general
applicability of smulation within the building design process.

The chapter also discussed the implementation prototypes chosen as part of this research
project. It was decided to focus on the mode creation and performance prediction analysis at
the Outline Design Stage as well as performance prediction analysis at the Detailed Design
Stage. The focus on the Outline Design Stage was justified by the fact that design decisions
a early design stages have the biggest implications on the energy and environmenta
performance of the building. Attention to the performance prediction analysis at the Detailed
Design Stage was motivated by the fact that this analysis currently often only focuses on
short simulation periods, hence potentialy preventing the designer from getting a complete
understanding of the behaviour of the building.

The next chapter introduces the ODS Interface, which was developed with the aim of
enabling non-simulation experts to create detailed s mulation models at early building design
stages. It is based on research findings described in this chapter regarding the application of
simulation at the Outline Design Stage and was important in order to achieve the research
objective which was specified in section 1.7 (and justification in section 3.3.1): The
implementation and monitoring of the use of smulation at an early building design stage in

an architectural design practice.
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CHAPTER 4

SIMULATION MODEL CREATION AT THE OUTLINEDESIGN STAGE

4.1 Introduction

The previous chapter introduced the different building design stages and the SSDP
which aims to mprove the use of simulation as a DDSS throughout the building design
process. This chapter describes a software tool that was developed with the aim enabling the
application of dynamic building smulation at the Outline Design Stage by nonrsimulation
experts— the ODS Interface.

The research into the ODS Interface was again carried out over alonger period in close
conjunction with architects. Initialy dummy interface(s) were developed in response to
deficits architects had identified from their experience in using an advanced simulation tool
(e.g. difficult to navigate through program, data definition like heating setpoint specification
exceeds knowledge of architects). In addition was the design of the dummy interface
influenced by views the author had taken during the research of the SSDP on ways how the
applicability of smulation by architects could be enhanced. The dummy interfaces were then
tested by severa designers and refined. This initial research phase took two months. This
was followed by an eight month period were a first working interface was devel oped. During
training of architects and the use of the tool on project the benefits of additional refinements
became apparent, which were then incorporated into the tool. This second phase has for

example resulted in awider range of options in the definition of local surface properties.

4.2 Specification

The last chapter identified different issues relevant to the use of smulation at the
Outline Design Stage. Simulation tools would (1) need to be usable by nonsimulation
experts and (2) alow a quick and accurate model definition. Taking these aspects into
account, a requirement specification was derived as follows.

4.2.1 Congtrained interface
The ODS Interface needs to be based on a constrained interface that does not provide all

of the functionalities of the full ESP-r system. There are two main reasons for this:
Only design parameters identified in the SSDP as feasible for the Outline Design
Stage were required to be assessed by the software.



A dgnificant number of smulation studies that are possible with the full ESP-r
system can only be carried out by simulation experts. Since the typica user of the
ODSInterface is envisaged as not having such expertise it was regarded as
important to include only simulation exercises that a typica user of the ODS

Interface could readily accomplish.

4.2.2 CAD-link

Architects in the architectural design practice that was used as atestbed in this research
gave high priority to the application of CAD (Computer Aided Design) tools in conjunction
with smulation (i.e. Webster [2000] and Cafferty [2000], both senior members of the
architectural company, who were both heavily involved in the research of the SSDP and the
ODSInterface). They argued that they were familiar with the user functions of the CAD
tool, alowing a quick definition of the model geometry. A second benefit of using a CAD
tool is that the architect can use existing drawings to define the model geometry, rather than
printing out the drawing and determining the building dimensions from a hard copy. This
increases input speed and reduces the likelihood of input errors. The lack of CAD-integration
of many simulation programs was also identified in research by Hien at a [2000], Donn
[1997] and Robinson [1996].

4.2.3 Guided input procedure

The typica user of the ODS Interface is unlikely to use the software on adaily basis. It
was therefore considered essentia to give the user as much guidance as possible when
specifying the model, which led to the decision to base the model creation process on the
wizards that are typicaly invoked when installing new computer software. A similar
approach is used by Energy 10 [NREL 2002] and was identified in Robinson [1996] and
Pohl et al [2000] as a necessary devel opment.

4.2.4 Support databases

In the initial phase of the research, architects who attended a training course of the full
ESP-r system regarded the detailed and time consuming data definition required when
creating a smulation model as a problem if they were to use the program on aregular basis.
Hien at a [2000] identify in their research the very extensive data input as the main
limitation of current smulation tools. Donn [1997] and Robinson [1996] also state that the

provison of pre-defined support databases is a necessary and required improvement for
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sustained tool use. In consequence recently developed simulation programs provide support
databases [LBNL 2002, NREL 2002].

4.2.5Link to other design aspects

As stated previoudly, energy and environmental issues typicaly have only limited
consideration in the building design process. Therefore, to encourage the integration of
simulation into the building design process it was considered important to structure the ODS
Interface in a way that allows the integration of additional, nonsimulation related
functionality into the software. Figure 4.1 illustrates the concept as seen by the author. The
genera belief in the benefits of such links has already resulted in research efforts such as the
COMMIT Project [Cooper at a 2000].

A link to cost calculations was identified from the outset of the project as a valuable
function to be integrated into the software. This allows architects to evaluate energy
consumption figures obtained from the smulation exercise in the context of additional initia
investment cost againgt savings over the building lifetime, payback periods, etc. Such
financial consideration has become more important with the increase of PFI/PPP projectsin
the built environment, where the investor paying for the construction of a building is also
responsible for its maintenance and running cost.

It can be expected that current developments in the construction industry will lead to the
addressing of cost considerations other than construction cost during the building design
process. The construction industry has already started looking at buildings using a holistic
approach that addresses al aspects of the building life cycle [CIBSE 2000], including the
maintenance of the building, energy cost, etc.

The integration of these functions into a smulation program is made easier by the fact
that simulation models are based on the concept of zones and surfaces — entities that are
required to undertake costing exercises.

4.3 Introduction to the ODS-Interface

Figure 4.2 displays the ODS-Interface and the two software tools it utilises. One is the
full ESP-r smulation engine which produces the performance predictions, the other one the
CAD tool which is used for the geometry definition of the smulation model. The Figure also
shows the project database and support databases which are maintained by a Database
Management System.
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Figure4.1: Supporting theintegration of building simulation into the Outline Design Stage by linking it to
other agects of the building design process.
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Figure 4.2: Main components of the ODS-I nterface and software tools utilised



The following sections describe in detail severa aspects of the ODS Interface:
Database Management System (DBMS) in the OD S Interface;

the data model developed for the ODS Interface;

theuse of CAD in conjunction with the ODS Interface;

support databases of the ODS Interface;

the guided input procedure of the ODS Interface;

QA issues in the context of the ODS-Interface.

S N T A\

4.4 Advantages of applying a Database M anagement System (DBMYS)

Building simulations involve the frequent processing of data and require the following
functions:

Standard functions such as copying or deleting of data. This often includes the
processing of data sets that are linked to a data item to be deleted or copied. An

example is the deletion of al alternative modes (in the ODSInterface called
“Design Versons’) that have been created based on a certain geometry definition (in
the ODS Interface called “Design Option™).

Quick retrieval of datasets. This can include data items that relate to very different
entities, such as al the hospital design versions that have an energy consumption
below a certain level.

Advanced simulation programs have different data access levels. support databases
are normally only editable by an administrator, but users can till view and use them
to attribute their simulation models. A smulation model will often only be
accessible to the person who created it. However, especialy when applying
simulation within building design practice, flexible, multiple user access to the
simulation model might be required. Some users might only be allowed to view a
certain simulation model; others can aso copy or edit the data.

Storage d the data in a manner that allows simultaneous data access for severa

users of the simulation program.

In most simulation tools such functions have been hard-coded into the software or are
carried out with the operating system within which the program is running. However, many
of the data processing functions described above can be complex. This has consequences on
the effort required when developing the related computer code, affecting the development of
the code and efforts to ensure its correctness. This has implications on the time requirements

for software devel opments.



Using a DBMS makes it easier for the software developer to ded with data processing
functions. It aso results in a more transparent software structure and potentially more user-
friendly software because it allows the developer to provide additional data processing
optionsto the user. Key DBM S features that relate to the use in a smulation environment are
described below.

4.4.1 Query functions

Database programs alow the definition of operations via query definitions. Query
functions can be used to define in a structured way operations that change, view or analyse
data. In doing so, queries aso recognise and consider data relationships. Queries are at the
heart of database programs and can efficiently handle smulation data within a database
environment. The DBMS used to create the ODS Interface [Microsoft 1999, Novalis 1999]
provides with its graphical query definition tool severa query types and also supports some
Standard Query Language (SQL) queries. The former queries are summarisedin Table 4.1.

Query Description

Select Retrieves stored datain the database.

Crosstab Displays values and groups them by two sets of factsin
vertical and horizontal direction.

Make-table Creates a new table from al or part of the data in one or
more tables.

Update Modifies specific fieldsin existing records.

Append Appends anew record to atable.

Delete Deletesarecord from atable.

Table 4.1: Different query types

When using query functions, vital processes of an early design stage simulation tool
such as copying of a simulation model in order to create a new design version can be carried
out in a structured manner. However, with queries it is aso possible to extract data sets that
can then be used to increase the functionality of dynamic building simulation. One example
of this in the ODSInterface is its option to highlight al surfaces that have a default
congtruction attribution and the ones where the user has carried out local changes. In this
case, one query (“DEOP_grySelectSurfacesCon”, see Figure 4.3) carries out severd
processes. (1) find in the database all the attributed surfaces of the particular Design Version,
(2) compare the construction attributed to each surface with the construction just selected by

the user and (3) extract the name of these surfaces. With this data, it is possible to give



comprehensive visual feedback during construction attribution, using the graphica model

representation — a function which was ranked as useful by Donn [1997].

4.4.2 Increased transparency in the data structure

The data structure of a simulation model is complex. The reasons for this are:

A smulation model contains a large set of data, including geometry definition, zone

function definition, control schemes and construction data.

The data of a smulation model relates to different “‘levels’ of a building, ranging

from the building itself (e.g. its location) to zone functions, surfaces and elements of

multilayer constructions.

Different users define the data: support databases will be populated by the system

administrator, but the building geometry will be defined by the user of the program.

In the process of creating a simulation model this user then attributes the geometry

with data from the support databases.

For each geometry the user often defines a number of design variants.
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Figure 4.3: The DEOP_qgrySelectSurfacesCon query

Attention to the relationship between data elements is important for software

development and correct data processing. Past research work undertaken during the
COMBINE project (Computer Modés for the Building Industry in Europe) [Augenbroe
1994, Clarke et al 1995] had the am of constructing an integrated data model and, in one



case this resulted in the identification of inconsistent data relation definitions within ESP-r
[Hand 1998]. Usng DBMS supports such efforts.

45 The ODS data modd

4.5.1 Review of data models

Data models (or product data models) are abstract representations of the information
structure of a product, which are then converted into a digital format. The data model
contains definitions of objects and the relationships between these objects. The definition of
a data model can be applied to any industrial product, not only buildings. In the context of
buildings often the term “building data mode” is used. Research into data models in the built
environment has been underway since the 1970s and has been under constant development
ever since [Citherlet 2001].

Many of these data nodels were developed independently and often in parallel, which
resulted in alack of communication capabilities between the different software tools that use
them and thus difficulties in sharing information between the different models. These
limitations resulted in projects such as the COMBINE project, STEP (Standard for Exchange
of Product Data) [1SO 1989] or the Industry Foundation Classes (IFC) [IAl 2002], developed
by the International Alliance for Interoperability (1Al).

STEP can be seen as the largest general effort currently underway in the development of
data models. It is run by the International Standard Organisation (1SO) and has the aim of
developing standards for representing information about products in many different
industries. The official name of the program is 1SO Sandard 10303, Product Data
Representation and Exchange Ultimately, the am is to provide product design and
production data in a format that can be exchanged between computer systems such as
Computer-Aided-Design (CAD), Computer-Aided-Engineering (CAE) and Computer-
Aided-Manufacturing (CAM). The building congtruction effort within STEP is caled
Application Protocol Planning Project for Building and Construction and covers work in
different areas. Explicit Shape Representation, Structural Frame and Building Services.

IAl was established in 1995 by American and European architecture, engineering and
construction (AEC) firms to promote interoperability in the industry. Currently the
organisation has 650 member companies worldwide. Building software developments
nowadays seem to focus more on compliance with the IFC rather than STEP [Bazjanac 1997,
Bazjanac 2001]. Tangible ddiverables so far in the IFC are mainly in the field of the
building geometry definition [Augenbroe 2002].
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The Combine Project was split into two phases: Combine | and Combine II. The first
phase (1990-1992) developed new methods to enhance data sharing between different design
applications in the fields of energy efficiency and building services engineering. The second
phase (1993-1995) focused on the development of mechanisms that control the process flow
and keep track of the interdependent data (managing the transactions between users and
design tools).

4.5.2 General considerationsfor the development of data model

A number of aspects needed to be addressed and considered when defining the data
moddl for the ODSInteface: (1) the Universe of Discourse, (2) the appropriate
decomposition of the data objects and (3) the definition of the relationships between
components. They are discussed in the following section.

Universe of Discourse (UoD)

A data moddl represents information related to a certain part of the real or abstract
world. Thisis the so-called Universe of Discourse (UoD). In the STEP and IFC programmes
the UoD relates to the entire building. The aim of the data model defined in this project was
not to provide a solution for the entire construction industry, but to focus on the application
of building smulation at early building design stages.

Decomposition of the UoD into components

In the process of a data model definition the UoD is divided into different components.
This process is called decomposition. The appropriate decomposition of a UoD will depend
on the intended usage of the data model The following example illustrates how data models
can change with changing requirements.

Figure 4.4 depicts three main classifications that the user distinguishes when creating a
simulation model using the ODS Interface: (1) Project, (2) Design Option and (3) Design
Verson where a Design Option is a certain geometry definition for a project and Design
Versions are differently attributed Design Options. This structure is aso reflected in the data
model of the ODS Interface. Therefore, the component “Design Option” contains data that
relates to the geometry of the proposed building, and the component “Design Version”
relates to this geometry with information about constructions used, zone functions, window
areas, etc. Thisissueisaso discussed later in section 4.5.3 under the section ‘ Relationships'.



Relationships between components

Dividing the UaoD into different entities is one of the tasks that has to be undertaken
when creating a data model. Another task is the definition of the relationship between the
different entities while maintaining model integrity, alowing the management and

traceability of information flow and avoiding data redundancy.

Project
Design Option 1 Design Option 2
> Geometry
J
Design Design Design 1\
Version 1 Version 2 Version 3

> Attributed
geometry

Figure4.4: Project, Design Option, Design Version data structure

4.5.3 Entity-Rédationship Models (ERM)

After introducing the concept of a data model this section describes a way to map these
models onto actual applications via an Entity-Relationship Model (ERM). An ERM is
represented by means of three primitive objects:

Entities, which represent the components being modelled.
Attributes, which represent the properties of the entities.
Relationships, which represent the associations among entities.
An Entity-Relationship Model was used for the specification of the ODS-data modd.



Entity, attributesand instances

An entity® stores descriptive information about a particular component such as a Design

Option, surface or the zone function support database. An entity itsdlf is defined by its

atributes®. An attribute of the entity “zone” would be data about the zone name or the related
Design Option. An entity type has normally a number of instances’. An instance would then
be one zone of a particular Design Option. To be able to uniquely identify each instance it is
necessary to define one or several primary key(s) (also named ID) from among the different
atributes. A primary key of a Design Option could be the related Project Number or the

primary key of a zone could be the related Design Option number. Figure 4.5 gives examples
for primary keys, attributes and instances.
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Figure 4.5: Examples of primary key, attributes and instances of an entity (here: Zone Functions)

A relationship is a named association between two or more entity types. Three different

relationships are commonly used in DBMS:

1 In some DBM'S user manuals the word “table” is used instead of “ entity”.
2 In some DBMS user manuals the word “field” is used instead of “attribute” .

3 In some DBM S user manuals the word “record” is used instead of “instance”.



one-to-one-relationships,

one-to-many-relationships,

many-to-many relationships.
The data model of the ODS Interface uses mainly one-to-many-relationships but in some
cases also one-to-one relationships. Figure 4.6 explains the concept of a one-to-many
relationship: each surface is aways related to one zone, but each zone can be related to a
number of surfaces. Figure 4.7 shows that a relationship can be more complex: te zone
function data is related to a zone but also (indirectly via the support database) to a kuilding
type. This ensures that during the attribution process for the zone function data only items
are selected that relate to the building type of the Design Option (e.g. if a Design Option has
been specified as a office building the user cannot specify a zone to be a ward).

o0 o0 i
@ " zone | @ 4 Desor

Figure 4.6: Therelationship between Design Option, zone and surface
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Figure 4.7: Therelationship between Design Option, Building Type, Zone Function, Zone Function Data and
Zone

4.5.4 The ODSInterface data model

After introducing data models and Entity-Relationship Modelling this section introduces
the ODS Interface data model. The data model comprises three different databases. (1)
Design Option Database, (2) Design Version Database and (3) Support Database. The three
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databases are not separated but linked and integrated in one data model. An overview of the
ODS Interface data modd is displayed in Figure 4.8. A full description of the data model can
be found in Appendix 1. The following description covers only the information types held in
the different databases.
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Figure 4.8: The ODS-Interface data model with different entities of the data model and their relationships

Design Option Data

The Design Option Database contains information about the Project the Design Option
refers to and geometry data of the Design Option. Project information includes the building
type, the building location and the site exposure. Geometry data includes information about
the zones (e.g. ID, name, scaling factor) and surfaces (e.g. 1D, related zone ID, surface name,
environment on the other side, surface tilt).

The data for the different Design Options is either directly defined by the user (e.g. Site
exposure, scaling factor), or generated by the program based on CAD geometry definition
imported by the user (this data import is discussed in section 4.6.3). It is not possible to
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change the data of a Design Option once it has been created. This ensures data consistency
between a Design Option and the Design Versions that were built based on this Design
Option.

Design Version Database

The Design Version Database contains data attributes of the building geometry. This
includes data about the construction type for each surface, the glazing area and glazing type
of each surface with a window and zone function definition for the different zones. The data
of the Design Version is defined by the user. It is again not possible to change single data
items of one Design Version, but it is possible to copy and ater a Design Version. Hence, by
being able to refer to previous Design Versions the model creation process is closer to an
approach where the user is able to ‘undo’ changes, which was indicated as useful but often
not implemented into contemporary building simulation programs [Hand 1998].

Support Databases

In the process of Design Option and Design Version definition the user applies Support
Databases. These databases are available at both the Design Option Level (e.g. building
location, building type) and Design Version Level (e.g. zone function, constructions). The
Support Databases are populated by the system administrator who has experience in
simulation and can ensure appropriate data definition.

4.5.5 Comparison of the ODS I nterface data model with other data models
Section 4.5.1 introduced data models developed in the built environment. This section
compares the data model devel oped with three other data models:
the data modd of the full ESP-r program [Clarke et a 1995],
adata modd for multiple view assessment [Citherlet 2001],
the Building Design Advisor (BDA) data model [Papamichaegl 1999, Papamichadl et
a 1999].

The ESP-r data model

Because of the wide variety of user functionality and the detail in the simulation model
definition it can be concluded that the ESP-r data model is one of the most comprehensive
data models that relate to the simulation environment. During the COMBINE project,

research was undertaken with the am of decomposing parts of the ESP-r data moded
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(building side, network flow and control data). This forma decomposition was then used to
define the protocols for data exchange between the different objects.

A data model for multiple view assessment

In his research Citherlet [2001] developed a data model for a conceptual building model
to support a multiple view representation over the whole building life cycle. For this purpose
issues such as the geometrical and construction attributes decoupling, life cycle based
decomposition and the representation of a building element for different views at various
levels of detail were introduced. With this research Citherlet extended the ESP-r smulation
data model to a more holistic UoD by including data of the whole lifespan of the building.

The Building Design Advisor (BDA) data model

The BDA data mode is currently under development. The ultimate aim of this work is
the inclusion of thermal, lighting and air flow simulation and the inclusion of cost estimating
and environmental impact modules, building rating systems, CAD software and an dectronic
product catalogue. With these features incorporated, the data model of the BDA can
expected to be a comprehensive representation of building simulation data. However, the
BDA is till under development and currently contains only a fraction of this data.

Like the ODSInterface, the BDA uses a database program for data operation
[Papamichagl 1999, Papamichad et al 1999]. It also uses the concept of support databases
for the model creation process (e.g. zone functions). In contrast to the ODS Interface, it
makes all the data underlying a certain data definition accessible to the user and alows
editing of this data. This is an option that was found inappropriate for the ODS Interface,
because the user will not be a smulation expert.

4.6 CAD link
The previous section described the data model in the ODS Interface. This section dedls

with an important aspect of data definition in a smulation environment — the geometry

definition of the ssimulation modd.

4.6.1 Introduction und justification
Both dynamic therma and lighting simulation require the geometry definition of the
building or the building section to be simulated. For such purposes different simulation tool



developers have developed so called “native file formats’ which need to be followed when
defining the geometry of a smulation mode.

In the early days of simulation the user had to specify the geometry in an ASCII file
following the native file format with no visua feedback. This made the geometry definition
process difficult and could easily result in input errors, either because of wrong data
definition or incorrect file formats. To ease the geometry definition the developers of
building simulation programs integrated enhanced geometry definition functions into their
software tools.

Despite the fact that the in-built functionality of some building simulation programs
dlows quick geometry definition and also provides visua feedback as part of the processs
they still are not as flexible as state-of-the-art CAD tools. As a consequence, efforts have
been made in the past to deploy CAD tools for the geometry definition of a simulation
mode.

As part of the COMBINE project filters for example, were devel oped that could transfer
an IGES and DXF file into a format recognisable by the ESP-r simulation software.
However, neither CAD file format automatically recognises surfaces and volumes. Thus, in
order to use a CAD tool such as AutoCAD, the user had to follow certain conventions to
ensure that the data is saved in a format from which the smulation program can derive the
surface and zone information it needs.

With a wider awareness of these limitations and restrictions, a number of projects were
undertaken that addressed this issue (see section 4.5.1). One of these is the Industry
Foundation Class (IFC), which has defined a genera data model for the geometry definition
of a building. A number of CAD tools are now able to save a drawing in this format
(AutoDesk, Visio), and some dynamic building simulation programs are now able to import
this data format [Bazjanac 2001].

Using CAD toals for the definition of a simulation model geometry has the advantage
that the designer can utilise the advanced user functions that these tools provide. It is also
possible to save each zone in different layers, which alows their display in different colours.
It is also possible for each zone to choose different phase status (editable, hittable, visible
and invisible, see Fgure 4.9). This, together with functions such as snapping to distinct
points of the drawing (vertex, line, middle of line) provides an environment that enables the
quick and efficient definition, modification and good visuaisation of simulation modek.

Using a CAD tool aso has the advantage that it alows different model displays: It can
be depicted in wire fame, hidden line or rendered view. Figure 4.10 shows the same model in
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these three different views. It can be seen that offering alternatives to the wire frame views
that are often found in smulation programs can make it easier to comprehend the ssimulation
model geometry. This helps the designer carrying out the smulation exercise but is aso
beneficia if people who have not been involved in the simulation exercise want to view the

model. Examples are designers who use simulation results or clients who view the

smulation tool.
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Figure 4.9: Specification of layer colours and phase status
4.6.2MicroGDS

The CAD software utilised in this project for the specification of a model geometry
[Cambridge Data Systems 1999] is not IFC compliant. This section describes why it was
nevertheless seen as the most appropriate CAD tool to apply in this research project.

Applied in architecture company

MicroGDS is the only CAD tool that is used in the architecture company that provided
the test bed for the research project. It was stated earlier (section 4.2.5) that building
simulation should be integrated into early building design stages by linking it as much as



possible to established design support tools and structures. This was seen as relevant for the
geometry definition of the simulation modelin particular.

@ (b)

©

Figure 4.10: Different display types: (a) wireframe, (b) hidden line (c) and rendered view

Zone and surface definition
MicroGDS is able to define volumes (zones) and areas (surfaces). Both are an
elementary component of any smulation geometry definition. In the MicroGDS naming
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convention the ESP-r object “zone” is caled a“clump” and a “surface” is cdled a “face’.
In the following, the ESP-r naming convention will be used.

Related file format

MicroGDS alows the user to save a drawing in 3D ‘things’ file format; ESP-r holds
geometry data of a simulation model in geometry files (*.geo), with a geometry file being
specified for each zone. The data definition conventions are identica in both files;
differences are found only in the file layout. Both files first list the vertices and then use the
defined vertices to specify the surfaces of the zone. In addition the ESP-r file requires
information related to the name of the surface, surface inclination, a construction attribution
and a definition of the environmenta conditions on the other side of the surface. At the time
of importing the model geometry into the ODSInterface, of the additiona attribution
requirements only the surface name is known. However, in ESP-r, al the other attributes can
initialy be defined as “UNKNOWN?”. This causes no problems in running is ESP-r.
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Figure4.11: Relevant surfaces (here all fagade surfaces) are highlighted in the CAD drawing

Use of CAD-software for geometry selection indication

During the creation of a smulation model it is necessary to be able to indicate zones or
surfaces to the user. Examples of this are the attribution of zones with zone functions and
surfaces with constructions, but also the check of correct surface connections during the
geometry import by providing visua feedback to the user. With the ODS Interface this is
done in the CAD-drawing previously created by the user. Figure 4.11 shows how the ODS
Interface highlights all the surfaces that relate to the general construction of the type
‘facade’.



4.6.3 Data import
General procedure

The import of the model geometry data defined with the CAD tool happens in a seven
step process. (1) swve drawing as ‘things’ file, (2) create ESP-r geometry file based on
‘things’ file, (3) create simulation mode! folder structure, (4) copy geometry files and import
data into database, (5) create connection and geometry files which are required to run a
simulation, (6) detect surface tilt and environment on other side and (7) import data into
database. Figure 4.12 depicts the process. Note that the entire process is automated.

If the user needs to change the geometry, the geometry needs to be re-imported as a new
Design Option. This ‘geometry freeze' isagenera limitation when building smulation tools
use CAD software to define the geometry of a smulation model and has been addressed in
theory by Suter et a [1999] and Suter and Mahdavi [1998]. Only complex coding can ensure
that after a geometry change such as, for example, the splitting of surfaces in a zone, the
program will still create a correct attribution of the new geometry with data from a model
that was attributed on the basis of the initia geometry. The above example would bear the
risk that the change in surface numbers and potentially aso the order in which they are

imported will result in an incorrect construction attribution.

QA-issues during geometry import

The correct representation of the simulation model geometry requires that for each zone
the accurate size, dimensions and location in space are given. In addition, it is aso important
that the surfaces of each zone allow the detection of adjacencies to other zones. The ODS
Interface will automatically determine adjacencies by invoking a vertex continuity check
performed by ESP-r. A QA check provides avisual representation of these different surface
types during the data import and alows the user to ensure correct geometry definition. This
issue is discussed in more detail in section 6.3.3.

4.7 Guided input procedure

Figure 4.13 shows that with the ODS Interface amodel is created in a sequence of steps.
This is vital for the guided input procedure, which was identified at the outset as important
for the integration of simulation at early building design stages. Additional features of the
OD S Interface further eased the model creation process.
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Figure 4.13: The ODS-Interface program structure

When creating a model the user moves through a number of interface windows (see
Figure 4.14 for an example and Appendix 2 for the entire attribution process). In every
window the user specifies certain model data (general construction data, local construction
and window data, zone types, etc.). After having completed the current task the user moves
via the “Next” button to the next window (and hence task). The program checks that al the
data that relates to the current task has been defined and is consistent. If thisis not the case it
is pointed out to the user and it is not possible to move to the next task. This gives the user
confidence when using the program and also ensures that only complete models are created.

All the tasks that are required to create a ssmulation model are displayed asiconsin the
Navigation Window. The current task is highlighted. Icons above relate to tasks that have
been completed, icons below indicate what still needs to be done.
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Figure 4.14: Example of the ODS-I nterface

The guidance provided is not only limited to the input procedure. The program aso
clearly distinguishes between the Design Option and Design Version Level. When starting
the program the user is provided with a list of the dfferent Design Options that were
previoudy created. From here it is possible to delete a Design Option, view its Design
Versions or create a new Design Option. When viewing a Design Option the user is provided
with aligt of dl the Design Versons, which can again be deleted or copied, or anew Verson
can be created.

4.8 Support Databases
The Support Databases are another important element of the ODS Interface. Table 4.2

lists the different Support Database entities. They have been populated with data from
recognised data sources [CIBSE 1998, CIBSE 1986] or past projects of the architecture
company.

At the Design Option level, the Support Databases are used to attribute data that relates
to the building type and location. At the Design Version level, the Support Databases are
used for the attribution of construction materials to the different surfaces and function types
to the different zones. Constructions are attributed in two subsequent steps: an initial global
definition of al the surfaces followed by (optional) local definitions. The zone function
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definition is used for the attribution of several zone related model parameters. the heating
and cooling control scheme of the zone, its ventilation rate and internal gains. They are
defined in a two-step process. first the user defines the zone function (e.g. ward, operating
theatre, waiting area) and then additional, more detailed information (e.g. core or fagcade
location, occupancy time) that specifies the zone function type. With this approach it was
ensured that the data definition requires little time but still provides a level of accuracy
normally found in advanced building simulation program models. Figure 4.15 shows an

image of the interface where the user defines the zone function and zone function type.

Type Underlying data Level
Building type Control file name, zone function list Design Option
Building location | Climate set; latitude and longitude; Design Option

typical seasonal days.
Facade Construction layer definitions; Design Version
construction optical properties (optional).
Flat roof Construction layer definitions; Design Version
construction optical properties (optional).
Sloped roof Construction layer definitions; Design Version
construction optical properties (optional).
Partitions Construction layer definitions; Design Version
optical properties (optional).
Intermediate Construction layer definitions; Design Version
floor optical properties (optional).
constructions
Ground floor Construction layer definitions; Design Version
construction
Zone function Zone function types; Design Version
Zone function Heating and cooling control scheme; ventilation | Design Version
type rate; internal gains; zone function description

Table 4.2: The different support databases

Apart from changes to the zone function or zone function type the user has no
possibility to edit the operational or control data of a zone. This is an important difference
from Building Design Advisor, which also operates with support databases but then gives the
user full access to the data that has been imported from the Support Databases. Support
Databases significantly reduce the time required to create a simulation model because alarge
amount of data is attributed in automated background processes. This reinforces in
connection with the time constraints of the Outline Design Stage the importance of the
Support Databases for the ODS Interface.
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4.9 QA facilities provided by the ODSInterface

In addition to quicker model definition, the Support Databases also support QA during
the model creation process. Firstly, by reducing input error risks due to the fact that a large
amount of data is specified by the ODS Interface and not by the user. Secondly, because the
typical user of the ODS-Interface is not a smulation expert and has therefore only limited
knowledge of suitable operational or control data definition, which can lead to incorrect data
definitions. With the data sets obtained from the Support Databases (which again have been
populated with information from established data sources) it is ensured that the modd is
attributed with appropriate data.

Another important QA feature of the ODS Interface is the extensive visua feedback in
the CAD-drawing by highlighting surfaces and zones. Visua feedback is for example given
during the import of a MicroGDS geometry definition, when the ODS Interface highlights
surfaces it has detected as external and internal. Hence inconsistencies of internal T
intersections (which might be detected as external) are pointed out to the user. Surfaces are
aso highlighted during the general construction and window definition as well as during the

local surface specification. Zones are highlighted during the zone function definition.
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4.10 Comparison with other software packages

Having described the structure of the ODS-Interface, this section compares the program
to four other simulation tools. the ESP-r system, the Building Design Advisor (BDA), the
LT-Method and Energy 10.

4.10.1 Full ESP-r system

The ESP-r system alows advanced, detailed smulation exercises. However, as
previoudy stated the complexity of the program and the amount of detailed information
required to create a model make the program unsuitable for early building design stages and

for non-simulation expert users

4.10.2 BDA

The BDA has functionalities that are also found in the ODS Interface, especialy the
support databases. However, the data defined is fully accessible to the user (view and edit),
this was deliberately not incorporated into the ODS Interface. The program aso offers a
large number of possible design variations without providing structured guidance on how to
specify these in the simulation model. From the research undertaken, both can be seen as
problematic aspects when employing the program at an early building design stage by non-
simulation experts.

4.10.3LT-Method

The LT-Method dlows a very quick building design evauation. Architects have
sufficient background knowledge to @fine a ssmulation model. This makes the program
suitable for use in the early building design stages. The detail in model definition and
performance predictions that the LT-Method can carry out on the other hand is limited (see
section 2.4).

4.10.4 Energy 10
Energy 10 has several elements that are either required or very useful for the
employment of smulation at early design stages:
Energy 10 uses a guided input procedure when creating a smulation model.
The program addresses different levels of model detail at different building design
stages.
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It attempts to show the user of the program not only how the building performs but
aso to highlight how the different design elements influence the building
performance.

A drawback of Energy 10 is itsvery simplified simulation model definition. For the Outline
Design Stage the model comprises a maximum of two zones and operational attributes are
only based on the definition of the building type. This can lead to simulation results that are
significantly different from the actual performance of the building.

4.11 Closing remarks

This chapter introduced the ODSInterface, which was developed with the am of
enabling non-simulation experts to create detailed s mulation models at early building design
stages.

The program is based on a DBMS. The chapter highlights that the application of
dynamic building smulation involves the frequent processing of data and that DBMS with
their query functions and explicitly defined data structures support such requirements.

In the ODS Interface, there is a clear separation of Design Options and Design Versions
to ensure data integrity and to avoid data redundancy along with the integration of support
databases.

Apart from DBMS software, the ODS-Interface also utilises a CAD program. It was also
indicated that apart from the utilisation of advanced CAD user functions and different visual
display types, thelink also had the benefit of utilisng CAD drawing to indicate surfaces and
zones to the user. This, together with the option to use existing CAD drawings to create a
simulation model, can be seen as an important first step to integrate simulation to the normal
design work of the architects.

The chapter also discussed the concept of a guided input procedure, which was found
vital to enable non-simulation experts who do not use the tool on a daily basis to create a
correct simulation model quickly. In the process of creating a simulation model program
usersare provided with support databases to attribute the model.

Having introduced in this chapter the ODS Interface the next chapter deals with the
analysis of performance predictions.
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CHAPTER S

PERFORMANCE PREDICTION ANALYSIS

5.1 Introduction

Software tools that alow the creation of simulation models in accordance with the
requirements of the different design stages are important to encourage the integration of
dynamic simulation into the building design process. The ODS Interface described in the
previous chapter was developed to enable this task at the Outline Design Stage. Once this
has been successfully achieved, a designer can carry out simulation exercises that will
provide performance predictions for a proposed building design. However, in addition it is
aso important to provide facilities that allow the analysis of this performance, otherwise
simulation is not used to its full potential. This chapter describes research that was carried
out in this area

A variety of significantly different approaches can be taken when aiming to use
simulation performance predictions to analyse and potentially improve the performance of a
building. Depending on the approach the designer applies the input simulation will make into
the design process will differ. It was therefore seen as important to review and discuss these
approaches. Thisis covered in the first part of this chapter. It first speaksabout the two main
methods applied when using simulation to improve the performance of a building: the causal
analysis and the design guidance analysis methods. It then reviews the design assistantand
design automation philosophy behind DDSS. This is followed by a discussion of typical
performance analysis at the different design stages.

The second part of the chapter introduces tools and techniques that were developed to
support the actual analysis of performance predictions obtained from a simulation exercise.
The research was influenced by findings described in the first part of the chapter. It firgt
shows how the concept of the Integrated Performance View (IPV) has been taken on board
and expanded for the purposes of a performance analysis at the Outline Design Sage. Then
data mining is introduced as a novel way of analysing building performance predictions at
the detailed design stage It is aso discussed to what extent the tool is applicable for this
analysis and whether or not it is suitable for application in the building design process.

It is adso important to point out that the expanded IPV and data mining are applied for
different purposes. The former has the aim to enable non-simulation experts to obtain a

genera understanding what performance smulation has predicted for a certain building
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design (e.g. annua energy consumptions and comfort conditions that can be expected from
the building, main reasons behind the building performance). Data mining has the aim to
enable smulation and/or building services experts to obtain a detailed and in-depth
understanding for the characteristics of a building by carrying out a detailed analysis of the
data that was produced by the ssimulation tool. This fundamental difference will aso be
illustrated when describing the expanded IPV and data mining later in this chapter (section
54,55).

5.2 Analysistypes

The numerous requirements and considerations that must be addressed mean that
building design is carried out in a multiobjective planning process. There are generaly
conflicting objectives and the planning approach will highlight arange of choices rather than
one ‘optimal’ solution to the decision maker.

Donaldson and Mc Callum [1994] describe ten types of operations that designers apply
in the design problem space and classify them in three groups.

Generate — sdlect, create

Evaluate — simulate, caculate, compare;

Decide  — accept, reject, suspend, refine, patch.
From this it can be concluded that the analysis of performance predictions and the decision
making based on this analysis potentially forms a large part of the genera design process.
Minter and Gale [1993] outline the complexity of a genera system by specifying elements
that affect system behaviour and anaysis - boundary, communication, control, delay,
environment, flow, information, structure, state and threshold are only few of the aspects
listed. If we regard a building as an energy system, than these attributes also apply to a
building. This makes the analysis aswell as the decision making both complex and difficult.

The above description outlines the complexity a designer faces when applying
simulation with the aim of enhancing the performance of a building design. Gero et a [1983]

state four different design and performance relationships:

Design ? Performance
Predict the performance for a particular building design using simulation.
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Performance? Design
Repeating the smulation process with different values for the design variables to obtain an
indication for the best form of design.

Performance? Performance
Implications of choosing a certain level of performance based on one criterion on the
performance that is then attained based on other criteria.

Design ? Design
Implication of choosing a certain value for one design variable on the value that needs to be

given to other design variables if acceptable performance is to be maintained.

Of the above relationships ‘Design ? Performance’ isthe origina approach underlying
asimulation analysis of a simulation model, but the ‘ Performance? Design’ evaluation can
also be identified as relevant in the context of the application of simulation in the building
design process. ' Performance ? Performance’ and ‘Design ? Design’ are also important
but more difficult to implement and not vita for the application of simulation in the building
design process.

As part of this research three different anaysis types were specified which have to a
degree pardlels to the classification given by Gero. The different types identified are
outlined in Table 5.1: (1) Problem identification @) Causal analysis - what causes the
problem? (3) Design guidance analysis - what can | do about it? Table 5.1 summarises ams
and gives examples of the different analysis types. The text that follows the table discusses

the issues in more detail.

Analysistype Aim Example
Problem identification Identify insufficient performance. | Detect overheating problem.
Causal analysis Find out what causes a problem. Identify heat sources that cause

the overheating, ideally
combined with an analysis of
heat |oss paths in the building.

Design guidance analysis Investigate different design See how far itispossible to
options that could be applied to reduce the heat load in a space
resolve the problem. and/or what design changes can

remove heat from a space more
efficiently.

Table5.1: The different analysis types
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Problem identification is used for the performance confirmation of a design. Causal
anaysis and design guidance analysis will be employed in case the performance does rot
satisfy the expectations of the designer or the designer fedls that a performance improvement
could be achieved with design change(s).

5.2.1 Causal analysis

The possibility for improvement of inadequate building performance is significantly
enhanced when the designer is provided with an understanding of the reasons for this
performance. One possible approach to provide this information is analysis of the energy
flows in the building. Another option is to remove design parameters (e.g. windows,
ventilation rates, insulation levels) in different simulation runs in order to evaluate their
impact on the building performance. Both approaches are discussed in the following section.

Analysis by energy flows

The evaluation of the energy flows that have been determined in a simulation run can
reveal information such as the main hesat loss paths from a building during the heating period
or give an understanding of what heat sources cause an overheating problem in summer.
Often this information is referred to as ‘heat gains and ‘heat losses' that occur in the
building. Different smulation tools provide the information as a standard output from a
simulation exercise [LBNL 2002 a, NREL 2002]. Assessments of simulation tools also often
include the question whether a tool is capable of providing such information or not
[Schneider 1996]. Figure 5.1 shows different energy flow paths that occur in a building.
Table 5.2 lists non-plant related building energy flow paths and their performance relevance.
It does not include all the flow paths depicted in Figure 5.1 (e.g. it does not consider adjacent
zone energy transfer) but focuses on those that predominantly influence the thermal energy
and environmental performance of most buildings.

The following discussion evaluates (1) when it is possible to produce energy flow
information and (2) how far this information is useful for the designer. It will be based on the
energy flowsin asingle zone, representing a naturally ventilated room within a building with
a window towards the south west and internal heat gains from occupants, lights and IT
equipment (see Figure 5.2).
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Figure 5.1 Building energy flow paths (from [Clarke 2001])

Energy flow path Design relevance

Conduction through surfaces towards | Affects heating energy requirements of building.
the exterior of the building.

Solar radiation entering the building. | Affects the heating energy requirements as well as summer
comfort conditions/cooling requirements.

Internal heat gainsin the space. Affects the heating energy requirements as well as summer
comfort conditions/cooling requirements.

Transient conduction (storage and | Storage can reduce temperature swings (and hence peak

lag). temperatures) in the summer but can also increase the heating
energy demandsin winter.
Infiltration and/or ventilation. Affects the heating energy requirements as well as summer

comfort conditions/cooling requirements.

Table 5.2: Non-plant related building energy flow paths and their performance relevance

In order to specify energy flowsin abuilding section it is necessary to define the system
boundaries to be used in the analysis. Heat gains or losses are then defined as energy that
passes this system boundary. Figure 5.3 shows two possible system boundaries for the case
study — the inner or the outer faces of the surfaces that enclose the zone.

The effect of the choice of system boundaries on the energy flows that will be predicted

can beillustrated on the basis of solar gains. If the boundaries were defined at the inner face
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of the surfaces, the system would capture solar gains in the form of solar radiation that
passes through transparent constructions together with radiation and convection of solar
radiation energy that has previoudy been absorbed by opague or transparent surfaces (see
Figure 5.4).

Figure5.2: Single zone example

() (b)

Figure 5.3: Possible system boundaries: (a) inner face of the surface as a system boundary (b) outer face of
the surface as a system boundary

A second possibility is the definition of the externa faces of the surfaces as system
boundaries, in which case al the solar radiation that is absorbed or passes through external
constructions would count as solar gain™.

! Apart from the two boundaries discussed here, intermediate specifications are also possible.
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Defining the inner face of the surface as the system boundary has a number of pitfals.
solar radiation absorbed in the glass can cause discomfort because of higher surface
temperatures, but after this definition this would not count as solar gains. In addition, solar
radiation that enters the building through the window causes discomfort by heating up the
surfaces which absorb the radiation (“storage effect”) and also by heating up the air via
convection from these surfaces. However, with the inner face being the system boundary
only the latter would count as solar gain (See Figure 5.4).
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Figure 5.4: “ Solar gains’ when specifying the internal face of the surfaces as system boundaries

Defining the outer face of the surface as the system boundary would also be misleading,
because any radiation absorbed in the system would already count as solar gain, e.g.
radiation that is absorbed by an opaque fagade construction but which never affects the

interna environment.

! These effects have been shown to reduce the efficiency of solar control glass. Such constructions were designed
with the aim of reducing direct solar radiation entering the building, but the effectiveness of the system is
diminished by the increased surface temperature of the glass panels. This phenomenawas reported by Janak
[2002], who was involved into research of advanced glazing systems as part of the IMAGE research project.
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Changing the focus to the transitional season reveas other complications. In the
trangition periods not al solar gains will be utilisable: although they will normally reduce the
heat injection that is required from the plant in the early hours of the day this is not
necessarily the case later in the day, when the ambient temperature rises. However, if the
radiation is absorbed during the day by the construction it can reduce the heating energy
consumption in the evening. From this discussion it becomes clear that it is far from trivia to
capture the impact of solar gainsin away that is useful for the designer.

Analysis by parameter removal

An dternative to determining the energy flows in a building is the performance of
simulation runs where one or a number of model parameters have been removed from the
simulation model. This can either be parameters that relate to the smulation model itself
(e.g. awindow in order to understand how much its solar gains contribute to an overheating
problem) or external parameters such as solar radiation. Energy 10 has incorporated this
approach as a standard element of their analysis methodology [NREL 2002]. The program
creates a number of design variants where it automatically removes parameters in a
structured manner.

The information obtained from such a simulation run gives a clear indication of how far
awindow contributes to an overheating problem or reduces the heating energy consumption
inabuilding. It also uses aterminology that the designer is more familiar with and can better
relate to. This leads to the question why this approach is not applied more widely in other
simulation programs. One reason that can be identified is the fact that the concept of
parameter removal is not aways as informative as in the case of a window. Energy 10, for
example, offers the option to remove an external wall in order to evaluate how far it
contributes to heat losses in winter. Such a concept is more difficult to understand.

Another issue is the complexity of advanced building simulation models, which makes it
difficult to automate the change of a simulation model — a necessity if parameter removal is
applied efficiently. As previously stated, ssmulation models in Energy 10 comprise no more
than 2 zones and have only limited ssimulation features. Advanced smulation models
programs are generaly much more complex. In that case, the removal of a window from the
simulation model can have implications on other model parameters (air flow model or the
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control for blinds of the window as just two examples). This makes the error-free application
of this methodology a complex task’.

This section has described the issue of giving the user an understanding of the reasons
behind the behaviour of a building design. Findings from the discusson and associated
references influenced the development of performance prediction analysis methods that will
be introduced later in the chapter (section 5.4, 5.5).

5.2.2 Design guidance analysis

Having identified inadequacies in a building’'s performance (e.g. the above mentioned
overheating problem) the designer will in most cases have a variety of options to improve it:
reducing the window size (which might in turn affect natural ventilation options, which then
would need to be accounted for via data definition by the user), fitting the building with
brisoleil or blinds, increasing the ventilation rate, or a combination of several design
changes. Making an appropriate decision is a non-trivial task. Different approaches have

been identified in the past to improve this decision making process as discussed below.

Approach 1. Optimisation

One possible approach is to apply simulation in combination with optimisation methods
in order to find optimum solutions for flexible design parameters such as insulation
thickness, window size, ventilation rate, orientation, etc. (in optimisation terminology aso
called free or independent parameters).

With advanced optimisation agorithms, it is possible to define multiple optimisation
criteria and search in a multidimensiona space for the so-caled minimiser [LBNL 2002 b].
Search agorithms normally do not require the creation (and hence simulation) of all possible
design combinations, but apply strategies that alow the smulation of fewer combinations
that can lead towards the optimum solution (the minimiser). One important aspect of
optimisation is that the program might identify what is called ‘local minimiser’ — a good
solution, but not the optimum one.

The Lawrence Berkeley National Laboratory (LBNL) has developed the software tool
GenOpt, which automates the above described process [LBNL 2002 b]. The optimisation
program can be used in conjunction with any simulation program that has text based input

and output functions. When using the program the user defines the flexible design

! The application of DBMS in combination with simulation as described in chapter 4 is a useful contribution to

enable such developmentsin the future.
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parameters as variables in the smulation input files. The program then automatically creates
simulation models by replacing the variables with appropriate values. In addition to the
variables the user aso has to specify their bounds (upper and lower value), the possible
number of intermediate steps and the optimisation algorithm (the program offers a library of
algorithms). The program also extracts all relevant results from the results library and uses
them strategically in the further optimisation process.

Another research effort towards simulation based building optimisation was initiated
with the ASHRAE research proposal “Building System Design Synthesis and Optimisation”
[ASHRAE 1998]. In this case, the focus was on the plant side of the building design, and the
aim was to automate the creation of design variants for complex plant models and to link
them to optimisation agorithms that support the designer in decision-making.

Several publications describe case studies of how optimisation can be used in
combination with building simulation. Wetter [2000] describes how optimisation was used to
find optimum solutions for the orientation, window size and shading device transmittance of
a building. Klemm et a [2000] describe an optimisation study which had the aim of
arranging two buildings with constant geometric characteristics in a way that optimises wind
flow around a building in order to increase the comfort conditions.

Other optimisation approaches go even further than the ones described above and intend
to optimise a building not only with respect to its energy and/or environmental performance,
but to address other issues such as cost, structural engineering or construction time.
Examples are Marks [1997] who carried out a study with the aim of minimising the building
cost (construction and material) and the heating cost for a building, and Mahdavi et a [1998]
who address adjacency, thermal and acoustic issues.

Approach 2: Rule based design support

Another option for refining building performance is the integration of rules into the
decision making process. In such a case the tool would tell the user that based on the results
obtained from the simulation run it can be concluded that one or a number of design
solutions seem appropr iate to improve the design (theoretically this advice could be given
after the causal analysis of the simulation results). Although such a concept seems useful it
has not yet been integrated into dynamic building simulation tools, but is more commonly
used in simplified design support systems. An example for such atool isthe BRECSU 77/98
software [BRECSU and Oscar Faber] described in section 1.3,
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Another example for a rule based design support approach is described in Makawi
[1998], athough the author only describes the general concept of deriving rules but does not
implement it in software or illustrate it with a case study.

Discussion of design assistant vs. design automation

The tools and methods listed above al have the mutual aim of supporting the designer in
generating a design solution with a better energy and/or environmental performance.
However, they approach this objective in different ways. When applying optimisation or a
Pareto analysis as Gero suggedts, the aim is to provide the designer with the best design
solution within the bounds that have been specified for the free design parameters. BRECSU
77/98, on the other hand, leaves the designer with more options by pointing out design
directions that are appropriate with the design parameters that have so far been established.
Duffy and Duffy [1996] specify the two essential design philosophies that define the outer
boundaries within which such approaches can be positioned:

“The ‘design assistant’ philosophy considers a computer aided design
(CAD) system as a designer’s colleague, whereas the ‘design
automation’ philosophy considersit asa designer’ s substitute” .

The application of an optimisation tool is mainly based on the design automation
philosophy: the designer defines the boundary conditions and the tool automatically creates
the knowledge in the form of the optimum solution. The input of the designer in the
decison-making is limited, and this has severa implications. One is that the designer gains
only limited insight into reasons behind the established design solution. However, this
limited insight can be seen as an important benefit from the application of simulation in the
design process. Providing designers with an understanding of the performance of the
building with changes in design parameters and also reasons for this behaviour makes it
easier to tie the performance predictions into the overal design process. Similar conclusions
were aso drawn by Pohl at a [2000], de Groot et a [1998] and Sariyildiz et a [1998].

Another important aspect is that designers benefit from this knowledge not only for this
particular project, but aso in projects they will carry out in the future. Duffy and Duffy
[1996] describe this as follows:

“experience, which consists of knowledge generated from personal
exposure to events and artefacts, presents one of the most powerful
resour ces possessed by a designer” .
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In other words, such experience enables designers to preselect feasible design solutions and
hence limit the number of design variants that will have to be assessed in the first place.

However, a negative aspect of the use of this ‘black box' approach, which is inherent in
optimisation tools, is that it can leave a designer with afeeling of not being in control of the
design decision or understanding the reasons behind the design decision made. This is a
Stuation many designers are not comfortable with.

Alternatively, rule based approaches give more flexibility to the designer, assuming
they do not only provide one but a number of possible solutions. However, it is questionable
whether such a rule based strategy can be universaly applied. Every building is different
(which is one of the main reasons for the development of building simulation programs in
the first place), and it is therefore difficult to come up with general rules. Another factor is
that in a particular design situation a design solution might be appropriate that has not been
specified within the rules and in consequence it is very unlikely that the designer will
consider this option. Hence, the increased design freedom that has been provided with the
development of building simulation programs is removed by the introduction of restricting
rules.

In summary every building is different and almost any design decision is part ¢ a
complex, multiobjective decision process and this should in consequence be as informed as
possible. This makes it necessary to provide the designer with an understanding of the
characteristics of the building, which is not achieved when applying simulation in
conjunction with rule or optimisation based methodologies. The aim should rather be a tool
that is a colleague to the designer and that in essence complements the designer’s own skills,
thus leaving the ultimate decision making, control and responsibility with the designer. The
design guiding analysis methods that have been developed in this work are based on this
philosophy.

5.3 Performance prediction analysis at the different design stages
Table 5.3 lists performance prediction analysis that are likely to be conducted at the
different building design stages. It summarises findings which are discussed in more detail in

the following sections 5.3.1 to 5.3.3.
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Design Stage

Performance prediction analysis

Person potentially involved in

performance prediction evaluation

Outline Design
Stage

Comparison  of  performance
against recognized benchmarks®.
Information about reasons for poor
performances.

Attention to plant efficiency, fuel
type and emissions.

Architects
Clients
Building services engineers

Scheme Design Focus on typical or problem areas. Currently  simulation  and/or
Stage Analysis currently carried out by building services expert.
simulation expert, but assessment Situation would be different once
by non-experts architects would be simulation is applied according
desirable. to the SSDP (see section 3.3.2).
Detailed Design Detailed technical analysis. simulation  and/or  building
Stage Only simulation experts carry out services expert

the evaluation.

Table 5.3: Performance prediction analysis at the different building design stages

5.3.1 Outline Design Stage

It was stated in section 3.3.1 that design decisions which are made at the Outline Design
Stage are likely to fundamentally influence the energy and environmenta performance of the
finalised building design (e.g. will the building need air conditioning or not). It is therefore
important to provide a genera overview how a proposed building design is likely to perform
(annua energy consumptions in the building, annua overheating hours, etc.).

The Outline Design Stage was previoudly also described as a time constrained design
phase in which the typical user of a simulation program will most likely be a person with a
limited knowledge in energy and environmental building design aspects (e.g. architect). The
importance of design decisions at the Outline Design Stage makes it also not unlikely that
the designer will present performance predictions obtained from simulation also to clients
(e.g. to obtain the client’ s view on possible cooling strategies) — clients are again a group of
people who may not be expertsin energy and environmental building design aspects. All this
has consequences on appropriate methods for performance communication and analysis.

One is the requirement to show how the predicted building performance can be rated.
This can be achieved by assessing the building performance against so-called recognised
industry benchmarks.

Secondly it is important to provide an understanding for reasons behind the

characteristics of a building (e.g. if a high cooling load occurs —what causes this heat built
up).
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A further important aspect of results analysis at the Outline Design Stage is the need to
include details such as plant efficiency, fue type and carbon emissions. Advanced
simulation programs often only provide the energy loads of spaces within the building,
which therefore have to be processed further to be meaningful — this is a task that cannot be
expected from an architect or client.

This processing is especialy of relevance when using smulation in conjunction with the
Carbon Index Method or Whole Building Method of the Building Regulations [DTLR 2002
a, DTLR 2002 b].

5.3.2 Scheme Design Stage

At the Scheme Design Stage the simulation focus moves from a genera evauation of
the building to a detailed assessment of certain areas in the building with the am of
enhancing their energy or environmental performance (see section 3.3.2 and 3.8.2) — to fully
utilise building smulation it is therefore necessary to carry out a more in-depth analysis of
the performance predictions obtained than this was the case at the Outline Design Stage. In
terms o the overheating assessment quoted in the description of the Outline Design Stage
this would be a detailed analysis of the influence of possible design changes listed in section
3.8.2 on the summer performance of the building. Nowadays, a smulation expert would
carry out a smulation typical for the Scheme Design Stage (see section 3.3.2). This user
group is likely to be at least to a certain extend familiar with the physical phenomena that
underlie the ssimulation results which will support him/her in turning the performance
prediction data obtained into useful information.

However, this situation would change if smulation at this stage becomes an application
operated by architects. In that case the limited background of the user would have to be taken
into account and this would need to be reflected in the way performance predictions are
analysed (comprehensible to a person who is not an expert in energy and environmental
design issues).

5.3.3 Detailed Design Stage
At the Detailed Design Stage simulation becomes very technical. It is used to assess
complex design aspects such as the layout and control of a natural ventilation system. The

1 Only appropriate benchmarks can ensure that simulation predictions are put into a meaningful context. Hence
the further integration of simulation within the building design process can benefit from research in this area.
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thorough performance prediction anaysis outlined above for the Scheme Design Stage is
therefore again of particular relevance at the Detailed Design Stage.

Another consideration is that during the different design stages the simulation model
detail will have constantly increased. At the detailed design stage the building representation
istherefore for many design projects more complex than at the initial design stages (e.g. due
to the inclusion of air flow network networks). These issues can make the analysis of the
performance predictions and the resulting decision making significantly more complex. The
person carrying out the anaysis will however have a background in energy and
environmental building design considerations. It is therefore (as at the Scheme Design Stage)
not important to provide the user with an analysis tool tailored towards the requirements of a
non-expert.

So far this chapter has dealt with concepts how knowledge could be extracted from
simulation result data sets as well as an overview of performance prediction analysis which
are likely to be carried out at the different building design stages.

The following sections describe research into two tools this analysis at two different
design stages:

An expanded Integrated Performance View (IPV) for the Outline Design Stage

and

The introduction of data mining for the Detailed Design Stage.
The research utilised findings and conclusions described in the first part of the chapter.
Reasons for the focus on the Outline Design Stage and Detailed Design Stage were discussed
in section 3.10.

5.4 Expanded concept for an Integrated Performance View (IPV)

This section describes additional components that have been integrated into Integrated
Performance Views (IPVs, see section 2.3.6) to make them more suitable for building
analysis at the Outline Design Stage.

5.4.1 Introduction

The concept of 1PVs was already described in section 2.3.6 of chapter 2. It was stated
that IPVs are quick and easy to generate and that their standardised output of severa
performance criteria makes them especialy suitable for non-simulation experts because it
encourages the evaluation of the building performance in a holistic manner. Both were

described in section 5.3.1 as requirements for the Outline Design Stage. However, currently
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IPVs ill have limitations that constrain their applicability at this phase of the building
design: (1) they do not provide benchmark figures that help the designer understand the
meaning of a performance prediction obtained, (2) they only indicate the performance of the
building but give no reasons for this performance (e.g. they only indicate heating or cooling
energy consumptions but do not give reasons for these energy requirements) and (3) they
give no insight how the performance predictions have been derived (e.g. what was the energy
source based in which carbon emissions were calculated). The following sections (5.4.2 to

5.4.4) describe findings from research carried out to address these issues.

5.4.2 Benchmarks

Benchmarks are not applied in the context of dynamic building simulation are provided
with tools such as the UK Best Practice Programme [EEBPP 2002], or the Toolkit software
[Doggart 1995].

Energy 10 has another type of benchmarking system in which it applies al possible
energy efficiency measures to a specific building geometry and type. It is then possible to
evaluate how design variants compare to the benchmark derived from the original smulation
model. Despite the fact that it can be seen as a motivation to show what can be achieved the
benchmark does give indications out how the building performance can be rated in
comparison with other buildings of this type.

Benchmark data can be sourced from publications such as the Best Practice Programme
or Field [1997]. However, benchmark figures are still not available for all building types
[Jones 2001]. Prison buildings are an example for one type not included (this observation
was made by Badger[2002], a senior project manager for several prison projects carried out
by the architectural design company were a considerable part of the research was conducted).

5.4.3Move from energy loadsto overall energy consumption of building

Unless the user specifies a plant network the ESP-r system [ESRU 2002] only
determines room heating and cooling loads. System inefficiencies are only taken into
account if the designer carries out detailed plant modelling, which is not applied on a
frequent basis due to the complexity involved in the creation of a plant network. It also is not
equipped to calculate the energy requirements for mechanical ventilation system. However,
with a benchmark exercise at early design stages it is important to take these aspects into
consideration. For this purpose a new [PV function was developed, a spreadsheet that
determines plant inefficiencies and ventilation requirements for a building. The calculations
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are based on Building Energy Code 2 (Energy demands for air conditioned buildings),
developed by the Chartered Institution of Building Services Engineers [CIBSE 1997]. The
code assumes a sinusoidal curve for climatic conditions and simplifies aspects such as
internal heat gains or ventilation rates. This can result in considerable inaccuracies in the
predicted room load which form the basis for the plant calculation. Using simulation allows
the more accurate determination of the room loads. The author carried out the research into
how to use smulation to determine these loads so that they can form the basis of an
evaluation with the Building Energy Code 2 jointly with an experienced building services
engineer within the test bed company.

5.4.4 Descriptive comments

Within this research, IPVs have been extended to provide description and comments
about the performance predictions they report. These have been included in response to the
fact that the designer who uses the IPVs at the early design stage is not familiar with energy
and environmental issues to the same degree as a simulation expert. An example would be
the prediction of CO, emissions from the building. The emissions are influenced by the fuel
type that has been used. This information should therefore be included in the new extended
IPV.

5.4.5 Causal Analysis

It was indicated in section 5.2.1 that with advanced simulation programs it is difficult to
implement a parameter removal analysis and that the definition of energy flows is not a
straightforward task. However, an approach was specified to show how energy flows can
still be utilised to help the designer understand the behaviour of the building.

Heating season

At times when the building requires the injection of heat via the plant systems, heat loss
may be specified as energy that conducts through the external building envelope or energy
that leaves the building via ventilation. Heat gains include any radiant and convective
internal heat gain, and solar gains that enter through transparent constructions.

This information enables the designer to answer questions such as reasons for heating
requirements in the first place (e.g. what is the influence d larger windows on the overall
heat loss) and in how far solar and internal gains contribute towards these heating energy
requirements and hence do not need to be met by the plant.
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Heat L osses Heat Gains

Heat | oss through building envel ope; - Internal heat gains;
Heat loss by ventilation; - Solar gains that enter the room through
transparent constructions;

Table 5.4: heat gains and losses in the heating season

Cooling season/periods with internal temperatures above a user specified level

Heat gainsin this period will occur from solar gains or internal heat gains. Indicating to
the designer which of these heat sources occurs in cooling periods or times when the
temperature goes above a certain level gives the designer insight how it is possible to reduce
the cooling load or improve the comfort conditions in a space. In this period heat losses are
more difficult to quantify due to storage effects in the building fabric. Hence heat gains are
the only energy flows that are provided to the designer.

Heat Gains
Internal heat gains
Solar gains that enter the room through
transparent constructions

Table 5.5: heat gainsin the cooling season/periods with internal temperatures above a certain level

The analysis described above is a rather crude assessment that provides only limited
insight into the behaviour of a building. Nevertheless, the purpose of the performance
analysis at the Outline Design Stage is to understand key reasons behind the performance of
a building, which can be achieved with this kind of analysis.

Examples of caseswhere the analysis could provide miseading information are outlined
below:

Solar gains are simplified because they only consider transparent and not opaque
constructions. For a modern building with insulation layers integrated into the
building envelope this will normally be sufficient to understand the impact of solar
gains on the summer performance of the building. However, this approach can be
inappropriate e.g. for a storage building with an uninsulated roof, where high
temperatures can occur under the roof due to solar gains from this opague
construction.

A related limitation could become relevant if the analysis technique was applied for
a building located in a climate zone unlike the British weather conditions. In hot
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climatic areas, for example, solar gains absorbed by an uninsulated opaque building
envelope could have a significant impact on the performance.

5.4.6 Example of an expanded | PV for the Outline Design Stage

Figure 5.5 shows an extended IPV for the Outline Design Stage which includes the
additions discussed in the previous section, with the exception of causal analysis which is
presented separately.

5.4.7 Discussion of expanded | PV

The last sections have described how the concept of 1PV's was expanded to make them
more suitable to communicate at early building design stages performance predictions
obtained from a simulation exercise to non-simulation experts.

The inclusion of benchmark data adds more meaning to the performance predictions
because it shows how a building compares to industry standards. This development has been
carried out in response to the fact that such knowledge cannot be expected from architects
(and aso clients), who are very likely to usethe IPVs.

The specification of the overal building energy consumption in the IPVs was aso
considered an important contribution for the use of simulation at early building design
stages. By only providing room loads the person viewing the performance predictions
obtains an incompl ete picture about the building performance.

Also, in light of a potentially increased application of simulation to check compliance of
a building under the Whole Building Methods and the Carbon Emission Calculation Method
as specified in the new Building Regulations the determination of the overall building energy
consumption should be possible as part of a simulation exercise, in particular because this
element of the Building Regulations was identified earlier (1.6.4) as a potential catalyst for
the use of smulation within the building design process. Without providing this assessment
option an opportunity would be missed to increase the use of the tool and hence promote its
capabilitiesin general.

Providing causal analysis facilities has the advantage that the outcome of a smulation
analysis can be better used as part of the decison making. Reasons for the building
performance are indicated, informing the person viewing the performance predictions what
design changes have a potentia to improve the building performance.
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Whole Building Integrated Performance View (IPV)

ANNUAL EMISSION OF CO2 ( CEl') - [ kgCarbon/m2 treated floor area ]

- " n . I Office equipment
Building type Heating Hot water Cooling Aucxiliary plant ACMV fans Lighting (small power ) Total
NOTIONAL 0.8 0.5 3.8 12 53 49 34 19.8
PROPOSED 13 0.5 4.3 43 6.8 4.4 34 24.8
ECON 19*
BENCHMARK 5.2 1.7 3.0 2 3 4.1 33 22.4
Good Practice
ECON 19*
BENCHMARK 10.0 2.8 5.8 3 6 85 45 41.2
Typical
* - The figure shown for ECON 19 are from Table B3 of the Energy
Consumption Guide 19 with the Carbon Emission Factors for Gas taken as
0.053 (kgC/kWh) and Electricity taken as 0.113 (kgC/kWh) as Table 1 of
BRE digest 457. The factors were also applied for the simulated buildings.

Energy sources

Heating Eec"?ca' CARBON DIOXIDE EMISSION INDICES (CEls)
Hot water Electrical
Cooling Electrical _
Auxiliary plant Electrical E£CON 19* BENCHMARK W@Heating
ACMV systems Electrical Typical
Lighting Electrical OHot water
Office Equipment Electrical
@ ECON 19* BENCHMARK @Cooling
a Good Practice
2 BEAuxiliary plant
]
g PROPOSED BEACMV fans
OLighting
NOTIONAL OOffice equipment
( small power )
00 50 10.0 150 20.0 250 30.0 350 40.0 45.0
Annual kgC/m2 of treated floor area
Note: THE FOLLOWING ENERGY CONSUMERS HAVE BEEN IGNORED

FOR EACH OFTHE BUILDING TYPES:
HUMIDIFICATION,CATERING,LIFTS,COMPUTER
ROOMS AND ELECTRICAL REQUIREMENTS
OVER AND ABOVE NORNAL SMALL POWER

Figure 5.5: Example of an expanded | PV for the Outline Design Stage

5.5 Data mining

The last section described steps taken to tailor an 1PV towards the requirements of the
Outline Design Sage. It was explained that the aim of expanded IPVsisto enable a person
with a limited knowledge in energy and environmental building design to carry out an
adequate analysis of performance predictions obtained from a simulation exercise. The
remaining part of this chapter now introduces data mining as a novel concept for the detailed
anaysis of performance predictions at the Detailed Design Sage.

Section 5.1 outlined that the analysis of performance predictions at the Detailed Design
Stage data (which would in that design phase be obtained from the fully functional ESP-r
interface [ESRU 2002]) differs significantly from the one at the Outline Design Stage.
Rather than giving non-simulation experts a general indication of the likely behaviour of a
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building design the aim of the analysis is now to enable smulation and/or building services
experts to obtain an in-depth understanding of the characteristics of the building design.
Opposed to the Outline Design Stage it is hence not possible to specify what data should be
how presented (e.g. energy benchmarks, frequency distribution of temperatures), but the
person carrying out the analysis will have to be provided with a tool that allows a flexible
and in-depth analysis of the data obtained from the simulation exercise.

Section 5.5.3 will illustrate problems that can occur when trying to perform this task.
Data mining looked as a promising tool to overcome this barrier. The following sections
describe research carried out to see in how far thisis actually the case

5.5.1 Introduction

At the beginning of this section a general introduction to the concept of data mining and
aternative analysis techniques is given, followed by an overview of the different data mining
techniques. It is then shown how data mining can enhance the analysis of performance
prediction obtained from building simulation. Finally there is a discussion of the general
suitability of data mining for use in conjunction with building simulation and within the

building design process.

5.5.2 What is data mining?

The amount of data available nowadays to scientists, engineers and business managersis
vast. Almog al of this data is available eectronicaly, stored in databases and commonly
connected via computer networks, intranets or the Internet. This abundance of data has been
described as a data rich but information poor situation and has stimulated research into
better ways of examining the data. Data mining is one of the tools that resulted from these
efforts. This has the am of enabling the extraction or mining [of] knowledge from large
amounts of data [Han and Kamber 2001].

5.5.3 Why use data mining in conjunction with dynamic building smulation?

The amount of data generated from a simulation run can be considerable, depending on
the number of days smulated. Different users of simulation programs have varying
preferences for the duration of a simulation, varying from a typica day to annual
simulations, depending on what is believed to be required to understand the behaviour of the
building. Many practitioners approach the assessment of a building by performing
simulations that cover long periods, even up to ayear (Donn [1997] comes to this conclusion
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after carrying out a survey among designers who use simulation programs, Ho [1999] draws
the same conclusion from her experience as a simulation consultant). It is probable that a
move towards longer simulation periods (and also a larger number of design variants) will
also find a wider application with the development and application of IT equipment with
faster data processing and larger storage capabilities. This increased data quantity obtained
from ssimulation runs widens the gap between the generation of data and understanding of it,
making the aready non-trivial task of analysing building performance predictions and
understanding the reasons for a particular performance even more difficult. The following
exampleillustrates this issue.

Figure 5.6 shows the results of an air flow analysis that was carried out for one zone of a
simulation model over a two month period. It is straightforward to extract typical and
extreme values for the air change rate in the zone, but specific questions are more difficult to
answer, for example:

Under what conditions does the air change rate in the building exceed 6 air changes
per hour?
How does wind speed and direction affect the air change rate in the zone?

Under what conditions do comfort problems due to draughts occur at ventilation

openings?
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Figure 5.6: Air changeratein a zone over a three month period

All of the above questions involve an analysis of severa parameters (air change rate, air
flow rate through an opening, wind speed, wind direction) which can change significantly
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during short periods. Patterns that give answers to the questions stated above are normally
extracted in manual processes by viewing tabular or graphical data displays. Automating this
procedure by combining the results analysis with data mining was identified as a useful
contribution for the integration of simulation into the building design process and was the

incentive for the research described in this section.

5.5.4 Alternative analysis methods

Description of methods

The search for knowledge (or patterns) in data is not a new concept, but was of interest
even when data was stored in non-electronic form. Examples for pattern finding tools in
electronic data sets that have been developed in the past are query functions of DBMS as
described in section 4.4.

Another example for a pattern finding analysis technique is a scatter plot graph of two
variables. Figure 5.7 shows such a graph displaying heat extracted from a building by means

of cooling versus the ambient temperature conditions.
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Figure5.7: Scatter plot graph of the full functional ESP-r system

Apart from a graphical andysis it is aso possible to carry out a regression anaysis for
two variables. A linear least square analysis evaluates how far data deviates from its least-
sguare line - the least-square line is the line that fits best the distribution of data points (see

Figure 5.8). In the case of a strong linear correlation, the points lie close to the least-squares
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line and the sum of sgquare distances between the points and their corresponding line values
issmall.

Figure5.8: Least-squares fit

Nonlinear regression analysis applies the same principal as a simple linear least square
analysis but under the assumption that the variables have a non-linear correlation. Multiple
regression analysis is an extension to simple linear regression analysis when more variables
are added.

Uncertainty analysis techniques such as factoria analysis are another possibility for the
evaluation of correlation between variables. Variable(s) under consideration are changed in
multiple smulation runs and it is evaluated to what extent these changes affect the building
performance. By this means it is possible to determine the design parameters that have an
impact on the behaviour of the building.

Discussion of methods
All of the above listed analysis techniques are evaluated in Table 5.6 for their

functionality and ease-af-use. The following section describes and discusses different aspects

in more detail.
Fast and Numerical Possibility | Easytouse | Visualisation
interactive | quantification | of multiple software of findings
analysis of findings variable implemen-
analysis tation
Visual analysis + - 0 + +
(e.g. scatter plot)
Regression + + 0 - 0
analysis
Uncertainty - + + 0 0
analysis
Data mining + + + +/0 +/0

Table 5.6: Rating of different analysistechniques
(+yes, - no, 0 neutral )
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Visua anaysis like a scatter plot graph is easy to carry out and can revea useful
information. However, the anaysis does not provide numerica quantifications and the
analysis of alarger number of variables can be difficult.

Regresson analysis supports the analysis of data correlation by giving additional
numerical information such as the correlation coefficient. Software tools which can be used
to carry out the andysis (e.g. Maple [Waterloo Maple 2002] or MATLAB [MathWorks
2002]) are powerful but can aso be complex, rather difficult to operate and often require
from the user datistical background knowledge [Swain 2001, Thomas 1997, Lionheart
Publishing 2001] .

Uncertainty analysis requires first the specification of the variables under consideration.
After that the uncertainly is evaluated by means of multiple smulation runs. This process
can be time and CPU intensive. Hence the approach does not alow the interactive analysis of
abuilding design by focusing on different variables in turn within short time periods.

Data mining provides (at least to a certain extent) dl of the requirements outlined in
Table 5.6. It is possible to quickly and interactively anayse the data. Many of the analysis
processes are automated or at |east semi-automated; hence the analysis can be carried out by
a user with avery limited understanding of the underlying analysis techniques. Findings are
supported by both numerical quantification and visualisation and rules also often help the
designer to understand patterns within the data set. The software packages also allow the
analysis of multiple variables and can also evaluate data. The evaluation of different data
mining tools and techniques later in this chapter (section 5.5) will support these statements.

The boundary defining whether a certain software tool is a mathematical or statistical
application or whether it is a data mining tool is often difficult to determine, especially since
the development of the latter is to a significant extent based on the former. Clustering is
introduced in section 5.5.12 as a data mining technique but has aready been applied for
many yearsin data analysis. Some software tools that were initially developed for statistical
purposes now also claim to have data mining capabilities [e.g. SSPS 2002] - Littell [2002]

also observes this trend.

5.5.5 Current application of data mining in the building design process

Data mining has to date found only limited application in the field of building
simulation. One example of a successful application in the built environment is described in
Ashford [1998], where the tool was used for the identification of plant performance factors,
highlighting potential energy savings in the order of 25%. The study was carried out with the
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am of usng data mining for the extraction of knowledge from the large volumes of data
which are accumulated by Building Management Systems (BMS). The research was carried
out on three buildings. alarge prestige air conditioned office, a nursing home and a high
school. All had known operational problems that remained unsolved until data mining
provided a better insight into the plant operation. Examples of knowledge that was extracted
are the fact that smultaneous heating and cooling occurred when the re-circulation damper
had a certain opening position and correlations between simultaneous heating and cooling at
times of return air temperature above 35°C and the fresh air temperature above 9°C.

Examples for other research into the application of data mining in the building design
process is described in Simoff and Maher [1998] who suggest multimedia data mining from
a variety of data sets (text files, drawings, etc.) to support the building design process.
Another example is given in Smith and Maher [2001], who investigate the use of data
mining in conjunction with 3D virtual environments. Both research publications suggest that
data mining can be facilitated to support the generation of better building designs. Still, the
manner the application of data mining is described in the publications is rather complex,
making it unlikely that to date the approaches described could find routine application within
the building design process.

Another example for the emerging recognition of the benefits that data mining can
bring to the building design process is the fact that the Faculty of Architecture at the
University of Sydney teaches data mining as part of their graduate degree courseworks.

Despite the fact that many applications of data mining occur in the area of business
applications such as marketing or sales [Witten and Frank 2000], data mining aso finds
application in other, often more technica areas. One example is data mining in biomedical
and DNA data analysis, where the researcher also faces a situation where large data sets have
to be searched for patterns [Han and Kamber 2001]. Another example is load forecasting for
the dectricity supply industry, where data mining can be use to detect correlations between
climatic conditions and other characteristics that influence load demands, for example the
time of day or week [Witten and Frank 2000]. Again this is a situation where the amount of
data in combination with the complexity of potentia correlation makes it difficult to

manually determine these patterns from the data set.

5.5.6 The data mining process
Different data mining techniques have been developed and are described, discussed and
evaluated in the context of building simulation later in this chapter (section 5.5.11 to 5.5.13).
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This section gives a more general overview of the data mining process. Figure 5.9 shows the
different steps involved in the extraction of knowledge from data (after [Han and Kamber
2001)):
1. Cleaning of the data to remove noise or missing data’.
2. Integrate the data into data warehouses — this is applied if multiple data sources are
combined.
Selection of task relevant data.
Applying data mining to extract patterns from the data - here the user can choose
between the different techniques which will be described later (section 5.5.11 to
5.5.13).
Evaluate the patterns that the data mining tool has discovered.
Present the significant patterns to the user.

pattern evaluation
Knowledge

7

data
mining

task-relevant /

data A
data
warehouses /

selection

databases

= - T !

N
N

\ |
\

data cleaning/
data integration

Figure5.9: The process of extracting knowledge from data (based on [Han and Kamber 2001])

5.5.7 The different data mining philosophies

Data mining can be conducted in different ways. One distinction is between descriptive
and predictive data mining. Predictive mining uses the patterns discovered in a complete
dataset to predict the behaviour of one or severa target variables from a partial dataset. An

1 This step is not really required when using data sets that have been generated from simulation programs.
However, noise and missing data is an important aspect in the development of new data mining algorithms,
because accurate data cleaning cannot be guaranteed and might cause “incorrect” knowledge.

135



example would be two data sets A and B with data set A containing for different households
energy use data along with information such as floor area, house type, number of children,
income, etc. Data set B contains the same information without the energy use information.
Data mining could now be used to predict the energy consumption in data set B based on
patterns discovered in data set A.

Although it is generaly aso possible to use predictive data mining in conjunction with
building simulation (e.g. how will the comfort conditions in the building be affected by an
increased ambient temperature that is not contained in the climate used in the smulation) the
application of this data mining technique is not really feasible because simulation will
perform this task much more accurately — i.e. would be much more appropriate to change the
climate set.

Descriptive data mining uses a different approach. It discovers patterns in a data set and
communicates them to the designer. An example for decriptive data mining is the anaysis
of an overheating problem and the extraction of conditions under which high temperatures
occur in abuilding.

Another differentiation can be made between the black box and transparent box
approaches: in a black box approach the reasons behind the findings are incomprehensible
(asin the information that is obtained from an optimisation tool). The transparent box
approach can reveal patterns, allowing the user to examine and reason about the pattern and
use it to inform the decision process — in a similar way as was described for the design
assistant philosophy for CAD systems (section 5.2.2).

5.5.8 Data definition in data mining

Variables and instances

All the data mining techniques described in this work require input data in the DBMS
format described in chapter 4" (attributes and instances). Publications and software tools
refer to attributes aso as “fields’ [IBM 1999 b], “variables’ [Salford Systems 2000] or
“aspects’ [Witten and Frank 2000] and to instances as “tuples’ [Han and Kamber 2001].
This thesis still uses the word “instance”, but uses “variables’ instead of attributes, because it
is a terminology that fits better into the genera philosophy and processes of a data mining

exercise.

1 Other data mining techniques mine in text databases or even the Internet and have different data requirements.
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Categorical and continuous data

The data mining techniques introduced use two different data groups. continuous data
and categorical data. Continuous data items are numeric values - temperatures or solar
radiation data are examples'. Categorical data items take values from a prespecified, finite
set of possibilities — examples are window size in aroom (smal, medium, big) or occupancy
definitions (occupied, non-occupied).

Generally it is possible to convert a continuous data type into a categorical data type by
grouping al records that fall within certain boundaries into one category. This has however
the implication that the data mining tools will not know about neighbouring categorical data
sets. An example is an interna temperature data set that has been grouped into categories. If
one category ranges from 20 °C to 22 °C and the next one from 22 °C to 24 °C then 21.9 °C
to 22.1 °C would be placed in independent categories. However, some data mining
algorithms would use during the mining process the information that the two temperatures
are very close [Witten and Frank 2000].

A specia aspect of continuous data obtained from simulation exercisesis the 360° angle
with which wind directions can be specified. When performing a data mining session it will
be assumed that 5° and 355° are not related at al, although they define nearly the same wind
direction. The user hasto be aware of these issues when analysing the knowledge generated.
However, this does normally not cause major problems in the interpretation of data mining

results analysis (as alater example will show — see section 7.2.3).

5.5.9 Different data mining techniques

This section describes the theoretical concept behind data mining techniques that fall
into the group of transparent, descriptive data mining —were patterns are extracted from the
data sets and displayed to the designer. For this purpose a classification is used as specified
by Han and Kamber [2001]. After that different software tools are introduced that apply

these techniques, followed by a discussion of the different techniques and also the tools.

Association Mining
Association mining discovers association rules that occur frequently together in a given

set of data. Examples of association mining rules are:

! Continuous data items can again be further distinguished into ordinal, interval or ratio quantities. However, such
distinctions are not possible in common data mining tools and were in consequence not included in the
discussion.
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wind speed (4-6) Uwind direction (270-300) b air change rate (4-6)
or
air change rate (4-6) U solar radiation (200-400) b resultant temperature (26-28)

Wind speed is given in [m/s], the wind direction in [°], the air change rate in air changes per
hour and the resultant temperaturein [°C].

Along with the rules the Association Mining analysis also contains information about
the interestingness' of a particular rule. What this means is explained later (section 5.5.11).

(Tree) classfication

Classification analysis intends to identify, as with the asociation mining technique,
rules from the dataset it investigates. The difference is that association mining aims to
discover any correlation between the different variables of the dataset, whereas classification
mining only discovers rules that relate to one particular variable. In consequence, the user
has to specify a “target” [Salford Systems 2000] or “active’ [IBM 1999 b] variable in the
process of setting up the mining task - for this reason aclassification analysis is aso
sometimes referred to as “supervised learning”. Example rules that could be obtained from

the classification mining technique with air change rate as atarget are:

wind speed (4-6) Uwind direction (270-300) b air change rate (4-6)
or
wind speed (2-4) Uwind direction (30-90) b air change rate (0-2)

Classification mining results are often displayed in a tree format and are then referred to as
‘three classicisation’. Such a display type has also been investigated a part of this research,
hence the term is dso used later in this thesis.

Clustering
The output of a cluster analysis is different from the rules created by the association or
classification mining technique. In a cluster analysis the data is grouped with the am of

placing instances in segments in a way that maximises the similarity between instances of

! The terminology ‘interestingness’ is used by Han and Kamber (2001) and is also used in this thesis. The word
stands for rating how interesting a pattern is.
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one segment and minimises the similarity between the instances of different segments.
Figure 5.10 shows the results from a two-dimensiona cluster analysis. The analysis can
however be carried out in any dimensional space.

Outlier analysis

Normally datamining is used to extract typical patterns from a data set, e.g. under which
conditions a room will overheat. However, a dataset may aso contain instances that do not
comply with these typical patterns. These instances are called outliers. Normally mining
algorithms regards these instances as noise or exceptions and will give them low priority in
the mining process. However, in certain areas this information can be useful, as e.g. for fraud
detection in insurance data sts. Outlier analysis techniques have been created to find such
instances. However, when using data mining in conjunction with smulation data analysis the
designer is primarily interested in obtaining a general understanding of the behaviour of the
building. Focus on exceptiona patterns is only of secondary relevance (if at al). Outlier
analysis is hence not further discussed in this thesis. It should however be emphasised that a
potential exists to use such analysis techniques in the built environment for tasks such as
fault detection in HVAC control systems.

Figure 5.10: A two-dimensional cluster analysis (from [Han and Kamber 2001])

Evolution analysis
Evolution analysis (or time series analysis) describes variables' behaviour over time and

is an interesting concept that could be used for the evaluation of phenomena such as storage
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effects. However, it is rarely incorporated in data mining tools and has hence not been
included in the evaluation.

5.5.10 Evaluation of data mining programs

Many data mining tools have their origin in research applications that have been
extended to commercial applications [Cabena 1998]. The evaluation of data mining tools in
the context of building smulation included three software packages, of which one was a
research application (Weka) and two were commercia packages (Intelligent Miner for Data
and CART). By evaluating software programs from both ends of the application spectrum a
more complete evaluation of data mining in relation to building smulation could be carried

out.

Weka

Weka (Waikato Environment for Knowledge Anaysis) was developed by the University
of Waikato in New Zealand. It is research software and is downloadable from the Internet
[University of Waikato 2002]. The program contains a large number of mining algorithms
and aso includes methods for data pre- and post-processing and for the evaluation of the

results obtained from the mining sessions.

Intelligent Miner for Data

The Intelligent Miner for Data’ [IBM 1999 b] was developed by IBM at the IBM
Almaden Research Centre and can be used as an additional component of the IBM DBMS
software DB2. It is based on work carried out as part of the QUEST research project, which
had the aim “to develop technology to enable a new breed of data-intensive decision support
applications’ [Agrawal et d 1996]. The program is a suite of statistical, pre-processing and
mining functions, which include association, classification and clustering methods. The
program aso has incorporated visualisation tools that communicate discovered patterns to
the user of the program. The Intelligent Miner for Data is available free of charge for
research purposes [IBM 2002].

1 ater in thisthesis referred to asthe Intelligent Miner
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CART

CART [Sdford Systems 2002 b] is an acronym for Classification and Regression Trees.
The program was developed by Salford Systems in San Diego, California. The program
produces a tree structure that can be interrogated by the program user. CART is
downloadable from the Internet for trial purposes [Salford Systems 2002 b].

Pre-selection of software

The three programs were evaluated for their functionality and ease-of-use (see Table
5.7). This included an investigation of the documentation of the software, the background
knowledge the user needed about the different mining methodol ogies when setting up a data
mining model and how the results were presented.

It turned out that with both the CART and the Intelligent Miner the user was able to
create results after having passed an initia period of studying the documentation and
software functionalities. Weka was more difficult to comprehend. The software isaresearch
software and offers the user a much higher degree of freedom, which often requires specific
background knowledge by the user. Other disadvantages of the Weka system, compared with
commercia packages, were its limited visual communication of the patterns that were found
in the datasets, and its less intuitive functiondities and operations.

Despite the fact that increased flexibility for the user can result in better findings from
the data mining sessions, its disadvantages meant that the Weka system was not suitable for
use in combination with simulation in the building design process. In consequence it was not

further evaluated in the research.

Documentation of | Accessible for | Intuitivenessof | Visualisation of
softwar e functions | non-expert software findings
Weka - - - - - 0
Intelligent Miner + 0 0 +
CART + 0 0 +

Table 5.7: Rating of software tools
(++ very easy/good, + easy/good, O neutral, - difficult/limited, -- very difficult/limited)

The following section describes in more detail the two remaining software tools and the
data mining techniques that have been assessed in the research. The description is based on a
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very simple case study that analyses the impact of direct solar radiation and ambient air
temperature on the resultant temperature in a single room’.

Figure 5.11: Image of the simulation model
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Figure5.12: Frequency binning of resultant temperature

Theroom issized 4.0 by 6.0 m (2.7 m high) with a south facing window sized 5.0 by 2.3
m and is ventilated with 2.0 air changes per hour between 8:00h and 20:00h and with 0.5 air

changes per hour between 20:00h and 8:00h. The ssimulation was carried out for the months

! The example is only used to illustrate the concept of data mining. Later examples will show how data mining

can be used on more complex design configurations (section 5.5.15, 7.2.3).
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of June, July and August using the kew67 climate data set. Figure 5.12 shows the
performance predictions of the resultant temperature obtained from the simulation run. It can
be seen that the room has (as might be expected) an overheating problem.

5.5.11 Association mining
The association mining function isonly incorporated into the Intelligent Miner and not
by the CART system. The following evaluation is therefore only based on the former tool.

Defining mining parameters

As described in 5.5.9, association mining discovers association rules that occur
frequently together in a given set of data. As such, association mining has its roots in the so
caled “basket analysis’, where business tries to discover correlations between different
articles the customers purchase (e.g. a customer who buys potatoes also buys fruit). This
information can then be used in areas such as the development of marketing strategies.

As aresult, association mining functions have been developed for categorical data sets.
In consequence, the three input parameters, which were al continuous, had to be converted
into categorical data. Direct solar radiation was grouped with a step length of 100 W/nt and
temperature data was grouped with a step length of 2 °C.

Association mining results analysis

The analysis of an association mining session creates rules as described previously.
Megiddo and Srikant [1998] describe the agorithms used by the Intelligent Miner to
generate the rules. Figure 5.13 shows rules that were obtained from the mining session with
the Intelligent Miner. Each rule comprises arule body and arule head. Thefirst rule explains
that if the solar radiation lies in between 0 and 100 W/nt and the ambient temperature is
between 18 and 20 °C then the resultant temperature liesin the range 23 to 25 °C.

Other values obtained from the association mining analysis are support, confidence, type
and lift values. All of these values are measures of the rule interestingness. The support
valuefor arule'A b B’ isthe percentage of instances where this pattern is present. In other
words, the support of 3.6 for the first rule expresses that this rule can be related to 3.6 % of
al occupied hours. The confidence value expresses how many of all the instances which
contain the rule body also contain the rule head (how often did a sdar radiation between O
and 100 W/nT and an ambient temperature between 18 and 20 °C result in a resultant
temperature between 23 and 25 °C). The lift expresses how far the actua confidence is
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exceeded by the confidence that would be expected if the rule body and rule head were
datisticaly independent entities. The lift is determined as:

Lift (Rule) = Confidence (Rule) / Expected Confidence (Rule)

The confidence is specified as.

Confidence (Rule) = Support (Rule body n Rule head) / Support (rule head)

B Rules Detail List : Graph1 Ei=] E3
List  Edit “iew Help
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Supporti%)

Confidencei%%) | Type |Lift Rule Body Rule Head

R

Figure5.13: Rules obtained from the Association Mining session

If the rule body and rule head are satitically independent entities the percentage of
instances that contain both rule head and rule body is equal to the product of the support for
rule body and the support for the rule head:

Support (Rule body, rule head) = support (rule body) « support (rule head)

A correlation between the rule body and the rule head would result for this rule in a
confidence that is higher than the expected confidence and hence generate a high lift value.
The type expresses the influence of the rule body on the rule head, with ‘+' indicating a
positive influence and ‘-’ indicating a negative influence. It is again based on an anaysis of
the statistical dependency between rule head and rule body.
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A first general observation when viewing the rules displayed in Figure 5.13 is the
number of irrelevant rules that the association data mining session has produced. The second
rule contains solar radiation and resultant temperature in the rule body and ambient
temperature in the rule head. Although this is a pattern present in the data set it is not
relevant information for the designer. These ‘useless rules are a result of the fact that
association mining does not alow the definition of target or active variables. However, it is
possible to rearrange the rules and only focus on the ones that have resultant temperature
valuesin the rule head. Thisis shown in Figure 5.14.

It is now possible to view al the rules that are of interest. However, the analysis is not
simple. Many different rules have to be viewed and an assessment needs to be carried out
regarding their relevance, in combination with an evaluation of figures of statistical concepts
the designers will probably not be familiar with. Another aspect is that every rule is an
independent entity taken out of the entire ‘picture’, and a genera understanding for the
behaviour of a building is often the main aim when anaysing performance predictions.

In response a tool named ‘Association Visualizer’ has been developed to display such
information [IBM 1999 b]. Figure 5.15 gives an example. The dots represent different values
for one or several data variables, and correlations between these entities are indicated with
arrows pointing from the rule body to the rule head. Colour coding and thickness of the
arrows indicates val ues about the interestingness of this rule.
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Figure5.14: Rulesrelated to temperatures
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The amount of information that can be obtained from this visualisation is however till
limited, and most of it is again not of relevance. It is possible to reduce the information value
to rules that contain resultant temperature in their rule head as shown in Figure 5.16. It can
be seen that it is now easier to view the different rules in paralel, but the shift in terms of
knowledge presentation in comparison to a conventional performance prediction analysis
display till forms a barrier that reduces the applicability of association mining in the day-to-
day building design process.
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Figure5.15: The Association Visualizer
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Figure 5.16: The Association Visualizer with reduced display
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5.5.12 Clustering
As with association mining, clustering was again only incorporated with the Intelligent
Miner. The following discussion is therefore based on this software tool.

Defining mining parameters

As described in 5.5.9, in a cluster analysis data is grouped with the aim of placing
instances in segments in a way that maximises the similarity between instances of one
segment and minimises the similarity between the instances of different segments. With this
data mining technique it is possible to carry out an analysis with categorical and continuous
data sets. The user can also specify so called active and supplementary variables. The active
variables are used by the mining function when performing the clustering. The
supplementary variables can be used to gain statistical information from the clusters that are
found, determining the correlation between the cluster and supplementary variables.

The data mining session that is described in section 5.5.15 uses only the resultant
temperature as an active parameter and the other variables that are included in the analysis
(e.g. ambient temperature, air change rate) as supplementary variables. This enables the
designer to obtain answers to typical design questions such as ‘how does the ambient
temperature and air change rate in a zone affect the resultant temperature in a zone? because
it ensures that the clusters are created only with respect to the resultant temperature.
However, the correlation between resultant temperature and ambient temperature, air change
rate, etc. is aso determined (referring to association mining it could be stated that the user
‘enforces a certain variable, in this case resultant temperature, to act as the rule head).
Otherwise the program might specify clusters where the variable of interest (resultant
temperature) has a low priority, hence making the analysis of the results more difficult or

impossible.

Clustering resultsanalysis

Figure 5.17 depicts the results obtained from the clustering exercise that analysed the
same result data set used in section 5.5.11 for the association mining anayss, but this time
focused on periods with resultant temperatures above 27 °C (this produced the most
interesting patterns in this particular analysis). Resultant temperature was specified as the
active variable and ambient temperature and direct solar radiation as supplementary
variables. Note that in the display supplementary variables are indicated with rectangle

brackets around the variable name.
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Figure5.17: Result display for cluster analyss—all clustersareincluded

Instances with similar characteristics have been grouped into clusters ([Agrawal et a

1998] describe the agorithms on which the analysis is based). The display shows six rows,

each representing one of the clusters. The ®ftware automatically determines a suitable
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and define the number of clusters to be created. The numbers down the left represent the
cluster size as a percentage; for example, the top cluster represents 35% of the data. The

number of clusters for a data mining exercise, but the user can overwrite this specification

number on the right represents the cluster ID.
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Figure 5.18: Result display for cluster analysis —only clusters 6
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Each bar chart has two different displays. The solid bars represent the data for the entire
data set and the red transparent bars represent the distribution of the instances that have been
included into the particular cluster.

In addition to the clustering of the resultant temperature the program has also
established for every variable in each cluster the chi-square (or goodness of fit) value. This
value is determined by comparing the frequency distribution of the entire data set with the
frequency distribution of instances that have been included in the cluster. If the differenceis
small the chi-square value is small, and vice versa. Normally the active variable will have
high chi-square values because the clusters were defined using this variable. If a
supplementary variable also has a high chi-square value this indicates for this particular
cluster a potential correlation between the two variables (this issue will be discussed in more
detail later in this section). The data mining program ordersin its display variables for each
cluster with respect to their chi-square value, with the variable with the highest chi-square
vaue positioned on the left*.

The interpretation can be illustrated with cluster 6 of the previous data mining exercise
as depicted in Figure 5.18. From the analysis the designer can see that for this particular
cluster, out of the two supplementary variables the direct solar radiation has the higher value,
indicating a stronger correlation between high resultant temperature and direct solar radiation
than between high resultant temperature and ambient temperature.

A genera observation when viewing the entire results display is that the chi-squared
values are higher for clusters with high resultant temperatures. This can be explained as
follows. average temperatures can occur under a number of different conditions, but extreme
temperatures require particular conditions, which will result in stronger correlations and
higher chi-squared values.

A few more aspects are of importance when applying cluster analysis. One is the
ordering of the variables with respect to their chi-square value. It was stated before that the
chi-square value is determined by comparing the frequency of a variable when considering
all the instances with the frequency of the instances that form the particular cluster (Figure
5.18 illustrated this concept). However, a high chi-square value does not necessarily indicate
a positive correlation, as the following example shows. Figure 5.19 shows an imaginary
result display from a cluster analysis. The top graph displays the target variable — the
resultant temperature within a space in the building. The two lower graphs display the
ambient temperature as a supplementary variable. In both cases the ambient temperature will

1 Thiswill normally be the active variable, but in exceptional casesit can also be a supplementary variable.
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have a high chi-square value because the frequency distribution of the ambient temperature
in the entire data set is different from the frequency distribution of the ambient temperature
values that occur in the clusters. However, a positive correlation exists only in the first case
between the high resultant and high ambient temperature. In the second case a high resultant
temperature occurs at times of low ambient temperatures, hence there is no correlation
between high internal and ambient temperatures.

5.5.13 Tree classification mining

Tree classification mining is the third data mining technique that was analysed as part of
this study. Both the CART system and the Intelligent Miner offer this functionality, but the
CART system presents the results more comprehensively and extensively than the Intelligent
Miner. In consegquence the following presents only results from the CART system. [Salford
Systems 2002 a] describe the principles on which the analysis of the CART system is based;
Shafter et a [1996] and Mehta et a [1996] describe them for the Intelligent Miner.

Defining mining parameters

As described in 5.5.9, tree classification analysis intends to find rules from the dataset it
investigates with a focus on one particular variable. A tree classification differs hence from
cluster or association mining analysis because n this mining technique the user has to
specify atarget variable — the data mining tool will then determine the influence of the other
variables on the target variable. The following section illustrates this issue.

Classification results analysis

Figure 5.20 shows the outcome from an analysis of the same data set in the form of a
decison tree. A decison tree is a flow-chart-like tree structure, where each internal node
(here displayed in green) denotes atest on a variable (e.g. ambient temperature), each branch
represents an outcome of the test, and leaf nodes (displayed in red) represent classes, which
contain values of the target variable (e.g. internal temperature). The top-most node in a tree
is called the root node. By following down a path from the root node to the leaf node it is
possible to derive the rule for a particular leaf node.
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Figure 5.19: High chi-sguare values with negative and positive correlation

In this example, the resultant temperature has been set as the target variable.

Independent variables are ambient temperature and solar radiation. The top node has a value
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of 19.975 °C ambient temperature. This means that all instances where the ambient
temperature is below this vaue are related to one branch; the other instances will be
allocated to the second branch. Each branch is then split into sub-branches, until the terminal
or leaf node is reached. Continuous variables can be tested at different tree levels (e.g.
temperature <19 °C, <17 °C, >13 °C). Categorica variables can only be tested once.
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Figure 5.20: Result output from a classification analysis

Trees can grow very large so that it can become necessary to reduce their size when
carrying out an analysis — the so-called pruning of the tree. Here two different types can be
distinguished: post-pruning (sometimes also called backward pruning) where the user prunes
after the mining session, and pre-pruning (or forward pruning) where the user defines from
the start that the tree shall not exceed a certain size. The pruning type applied can influence
the outcome of the analysis [Witten and Frank 2000]. The graph at the bottom of Figure 5.20
indicates how far the information value of the tree is affected by post-pruning (lower values
indicate higher information value).

Different information can be obtained from the tree classification analysis. By viewing
for the tree structure the variables associated to each node (splitters) it is possible to get an
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understanding of how variables contribute to patterns that were found in the data (see Figure
5.21).
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Figure 5.21: Splitters of thetree diagram

In many cases the user of the program will be interested in the distribution of the
different values of the target variable in the different leaf nodes, such as, for example, in
which leaf nodes high resultant temperatures occur. This information in combination with
the splitter variables (and the vaue of the different splitter variables) can support the
designer in understanding which parameters caused the high resultant temperature.
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Figure 5.22: Colour code indicating concentration of 26°C resultant temperature in terminal nodes
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To enhance the extraction of this information CART displays a colour code that
indicates appearances of trget variable values in termina nodes (See Figure 5.22). A red
colour indicates that a value is often represented in a leaf node. In the example the target
classis 26 (resultant temperature of 26°C), which occurs in leaf nodes on the right hand side

of the tree, with the biggest concentration at the second node from the right.

5.5.14 Discussion of different data mining techniques

Task Association Clustering Tree
Mining classification
Understanding of general -- + -
behaviour of building
Potential of control of mining 0 + +
focus by defining target variable
Visual display of results -- + 0

Table 5.8: Rating of data mining techniques
(++ very easy/good, + easy/good, 0 neutral, - difficult/limited, -- very difficult/limited)

Table 5.8 rates different aspects of data mining related to the analysis of performance
predictions obtained by building smulation. It indicates that the results display of a cluster
analysis visualises comprehensively patterns in the overall data in a display format familiar
to the designer. By analysing the different clusters the designer can see how target variable
values within the cluster range are affected by supplementary variables. This analysis is
carried out for each cluster independently; this increases the information value in comparison
to tree classification, which analyses for all the instances of the data set.

Tree classification has, in comparison to association mining, the advantage that it allows
the definition of a mining focus by defining an active or target variable. However, the
analysis of the mining results is rather tedious, with the instances split into a large variety of
different terminad nodes. The visud display is generaly more removed from display
normally used in the design process, which is a barrier for its application by building
designers. It makes the extraction of knowledge less straightforward than is the case with
clustering.

Association mining has a number of disadvantages. it produces a large number of
redundant rules and has a poor visua display of the information obtained from the mining
analysis.

In consequence it was concluded that clustering is most suitably for the analysis of data
sets obtained from a simulation exercise and was hence the only technique applied in
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following case study which shows with more complex example how data mining can be
applied by building designers. Another example is given in a case study in chapter 7.

5.5.15 Casestudy

The case study evauates the office building displayed in Figure 5.23. The building
incorporates a fully glazed reception area (indicated in red on the right hand side of the
building) and afully glazed breakout zone (the long narrow blue section indicated at the top
of the building).

. Possible flow inside
Possible flow from the building into
outside into building (or 9

breakout zone (or in

in opposite direction) opposite direction)

Figure5.23: The model with reception, breakout zone and street

The building is naturally ventilated with three external ventilation openings: one at the
reception (see number 1 in Figure 5.23); one at the circulation area called street (number 2 in
Figure 5.23, the street is also indicated in green) and one at the breakout zone (number 3).
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There are also interna air flow paths from the reception into the breakout zone and from

the street into the breakout zone. Both internal air flow paths are indicated in Figure 5.23 as

green arrows. The following analyses were carried out:

1. A comfort analysisin the breakout zone in summer.

2. A comfort analysisin reception in winter.

[Inoyeaig sabueyy nyl

di=gHq

(P00} [uoyeipey rejog]

[900) [inoxyearg sabueyy ig]

SorEE——EE

<

h CW/M 008-0

T

< ==

ypegr-t Lol -

f 1'0) [usiguwsy dwa ]

(6o o) inoyealg dwa|

Bl

obep sz-z1 [P

“Obap ze-6T| Y

Ll

(PO} [uoneipey fejos]

[900) [Inoxyearg sabueyy iig]

Reiiiigiigl:

<

- CW/M 008-0

r_mll_._._L

« | -
~) = »>
T

] ysoe 91

(b 1'0) [usiguy dwa]]

(Fo0) 1noyealg dwa]

_W-HH_H@T%L

[ [2060p 22-2T

_AHH

| | OPep zg-6T

[
|

O<

(100} [uoweipey 1ep0g]

[z00] [inoseang sabuey? gl

) .

h CW/M 008-0

T

> H »
>

y/oe 9T-T

(b00) [usiguy dwa]]

(£ 1°0) Inoyealg dwa]

g1

< - »
obap /2-21T

L

<
obap ze-6T

rrr£|||

A 4

514

(100} [uoyeipey reos]

(100 [inosearg sabuey iig]

CW/M 008-0

_HTPIU%

>

o
W

y/oe 91-T

obap 22-2T|

(g0 [usiguy dwa]]

(F L'0) Inoveslg “dwe ]

TP

[[TH

< [

| [0Bap ze-61

Pe

1815N0 § - spousd paidnooo Auo - suoz Jnoveslq Ul duwsy syl uo duss) JusiquIE pUe UoRIpE] JB|0s ajel sbueyo e Jo poedu)

suond M3l

W3 paisERE 20Eg Al

L1malA 193] [ - Jauly uabijau] ©

Figure5.24: Result display for cluster analysis (summer resultant temperature in breakout zone) —all clusters
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Figure 5.24 show the results of the cluster data mining exercise for the summer case.
The building was simulated for a three-month period (June, July and August) and the
analysis focused only on occupied periods. The resultant temperature in the breakout zone
was specified & the active variable and the ambient temperature, air change rate in the
breakout zone and solar radiation as supplementary variables.

It can be seen that the breakout zone suffers from a significant overheating problem (see
in Figure 5.24 frequency binning of variable ‘ Temp. Breakout’ for whole data set). Another
general observation is that the correlation between ambient temperature and internal resultant
temperature is strongest and weakest for the air change rate and solar radiation respectively.
This indicated that radiation entering the space unlikely to be the reason for the high
temperatures in the space. This was also confirmed by an additional smulation of the
hypothetical case that the breakout zone has no windows and hence the space did not receive
any solar gains a al (see Figure 5.25). Although the resultant temperature dropped
significantly (due to the replacement of glass with opague construction for the entire facade
and roof of the space) the air temperature still rose up to 32 °C, and this despite the fact that
the potential of the room as a heat sink had increased greetly with the change of construction.

Viewing the energy flowsin the building by a causal analysis as described in 5.2.1 could
aso have provided the information that was obtained from the data mining study (e.g. by
focusing on one hour when high internal temperatures occurred). However, data mining
includes al hours when a problem occurred during the analysis. This can be important for
stuations where boundary conditions are frequently fluctuating (as in this case study where
ar flow rate through the breakout zone was highly variable). If the user had selected one
particular time simulation time step for the investigation the conclusion might not have been
representative for the common behaviour of the building.

Figure 5.26 shows the results that were obtained for the winter assessment. It can be
seen in cluster 3 (cluster with resultant temperatures close to 16 °C) that the chi-square value
of the ambient temperature is higher than for the infiltration rate. This indicates that low
resultant temperatures in the ground level of the reception area are more a function of low
ambient temperatures and not so much of infiltration rates.

Another observation is that temperatures close to 16 °C occur mainly in the morning and
evening (see graph “time of time”). In this case it may, for example, be possible to conclude
that the poor temperature conditions are not too relevant because in this period this section of
the building will only be sparsely occupied.
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Figure 5.25: Temperatures breakout zone: (a) resultant temperature with windows (b) resultant temperature
with no windows (c) air temperature with no windows
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Figure 5.26: Result display for cluster analysis (winter resultant temperature in reception) —all clustersare

included

The variables that where chosen for the winter assessment differ from to the ones

selected for the summer assessment (no solar radiation but time of day). Generdly there is

no rule which variables to select, but the designer can specify variables that shal be included

in the analysis. In consequence the focus might change (omitting some variables, inclusion
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of others) after some initial mining runs. This issue will be discussed in more detail in the
next section).

5.5.16 General discussion of the use of data mining in conjunction with simulation

The previous examples have shown how cluster analysis, as one data mining technique,
can enhance the analysis of performance predictions obtained from a simulation exercise.
This section discusses genera aspects related to the use of data mining in conjunction with

smulation.

What defines a data mining task?

A popular misconception about data mining is to expect the data mining system to
automaticaly dig out al the vauable knowledge that is embedded in a large dataset.
Although it may at sound at first appealing to have such an autonomous data mining system,
in practice, such a system would uncover an overwhelmingly large set of patterns, and most
of the patterns discovered in the analysis would be irrelevant for the user (as seen in the case
of association mining). A more redlistic scenario is to communicate with the data mining
system, using additiona questions to examine the findings and direct the mining process
(after [Han and Kamber 2001]):

What is task relevant data?

What kind of knowledge do | want to mine?

What background knowledge could be useful ?

How do | want the discovered patterns to be presented?
This approach follows the philosophy of the design assisting DDSS described earlier in this
chapter (section 5.2.2). In consegquence it is actually not guaranteed that the first analysis will
provide the required information— the user might have defined a mining exercise that does
not reveal important patterns. In that case the analysis needs to be refined. The creation of
different mining exercises is supported by avery flexible definition of a mining task. The
user can quickly change variables to be included in a mining run, in combination with filters
that can be defined for al the variables (e.g. only focus on times with a resultant temperature
above 27 °C, occupied periods, times of high occupancy dengities, etc.).

Validity of identified patterns

Different approaches have been developed with regard to how information that was
obtained from a data mining session can be tested with respect to its genera validity. Witten
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and Frank [2000] devote an entire chapter of their book to this issue, including techniques
such as training and testing, cross-validation and comparison of results obtained from
different data mining techniques. However, these strategies make the data mining process
much more complex. Also, when applying data mining in conjunction with building
simulation, it is possible to immediately test what has been learned by creating a design
variation and then assesses whether or not a design change leads to a performance
improvement.

Some data mining tools, e.g. the CART system, automaticaly test the value of the
information that has been obtained from the data mining run. If this information is found to

be insignificant it is not presented to the user — the data mining session will not build atree.

Data transfer between simulation and data mining software

Data transfer is currently the main barrier for the application of data mining in
conjunction with building smulation. For routine use, it is necessary to develop filters that
export the data in the native form of the data mining tool (see Figure 5.27). However,
because the development of data mining programsiis at an early stage no genera format has
been defined for input data - the three data mining programs evaluated had three different
data import formats. In addition should ssmulation tools export data items that could be of
interest for a data mining exercise such as whether a particular zone is occupied a the
different simulation time steps. Only when during a data mining session al variables that are
potentially of relevance are available to the designer the tool can be utilised to its full

potential.

Simulation period

The usefulness of data mining depends to a large extent on the type of analysis carried
out. If the aim of the simulation is to predict the building performance for atypical seasonal
day or an extreme week, the data mining might not contribute additional information. If,
however, the scope is to assess the building performance over a longer period (e.g. from
spring to autumn), data mining becomes considerably more useful. With data mining it is
possible to take the analysis one step further: a design could be simulated with different
climate sets, emulating extreme conditions (e.g. very hot summer) which will occur only

rarely, but which will nevertheless affect the performance of the building.
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Figure5.27: Data transfer between simulation and data mining software: Currently and ideally

Where will data mining go from here?

The data mining community currently holds the view that data mining is moving “from
an early adopter to an early majority application” (see [Agrawal 1999] or [Han and Kamber
2001] as an example). If this is the case then it can be envisaged that resources will be
available for additional developments in the area of data mining. Some will not be of
relevance for use in conjunction with building simulation, such as speeding up the data
mining process of large data sets by parallel mining using different machines [Agrawal et a
1993]. However, other developments will be beneficial: examples are improved data
exchange, better visual display and an enhancement of the assessment of what has been
learned.

5.6 Closing remarks

This chapter first dealt with different types of performance prediction anaysis
undertaken at each design stage and concepts how knowledge could be extracted from
simulation result data sets. The latter included a discussion of causal analysis and design
guidance analysis. The discussion of design guidance analysis also contained a comparison
of two different philosophies behind DDSS: The design assistant and the design automation
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approach. The application of the design assistant approach was favoured because the
designer gains insight into reasons for the predicted building performance.

Findings from this initial research influenced work described in the second part of the
chapter: research into tools and techniques to enable designers to retrieve knowledge from
simulation result data sets along with discussions how to present it to the designer. It had
resulted in the development of an expanded IPV and the introduction of data mining as a
novel approach to anayse these data sets.

The expanded IPV was developed for the Outline Design Stage and is tailored towards
the requirements of this design stage. It contains benchmark figures, whole building energy
consumption figures and detailed explanation of the performance predictions, which can be
applied in combination with an energy flow anaysis. The research had identified this as
important to enable non-simulation experts to understand the performance predictions.

The reason for research into the application of data mining isconsidered justified by the
fact that the generation of large datasets with smulation requires data anaysis with
appropriate tools. Different data mining techniques were described, out of which three
(association mining, clustering and classification mining) were selected for tests in
conjunction with simulation. It was concluded that clustering had the best applicability in the
building design process as it has the most comprehensive visual display, which isasoin a
format that the designer isfamiliar with. In addition, it indicated correlations between target
and supplementary variables, independent for each cluster. A general discussion of the
applicability of data mining in the design process and in conjunction with simulation
concluded that data mining follows the design assistant approach where the designer has
control over the evaluation process and decision making.

Having so far presented tools, structures and techniques for the integration of simulation
into the design process, the next two chapters discuss and illustrate their combined
gpplication within the building design process and aso address implementation issues. The
later is another consideration that needs to be addressed as part of the application of

simulation within the building design process.
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CHAPTER 6

PRACTICAL IMPLEMETATION OF SIMULATION

6.1. Introduction

The three previous chapters described first a procedure devel oped to enable the effective
use of smulation throughout the building design process (SSDP), followed by the
description of an interface created specifically for the Outline Design Stage (ODS Interface)
and a discussion of performance prediction analysis and communication at different design
stages.

The first part of this chapter shows how research contributions made in the previous
chapters support the movement towards the use of simulation throughout and as an integral
part of the building design process. The second part of this chapter puts the emphasis on
practical implementation issues. It covers aspects such as model creation, quality assurance
(QA), modd documentation, management procedures, training and also discusses liability

for performance predictions.

6.2 Use of smulation throughout the building design process

Figure 6.1 shows how research contributions described in previous chapters can be used
to provide the integral application of building simulation throughout the building design
process. The figure describes the process in principle; it is illustrated with a case study in the
next chapter. From the figure it can be seen that while the main part of the research focused
on the Detailed Design Stage and particularly the Outline Design Stage, some contributions
to use simulation in the Scheme Design Stage have also been made. The general importance
of making contributions to support the use of smulation at the Outline Design Stage was
emphasised in section 3.10. This was the incentive for the focus on this design stage.
However, the same section as well as section 5.5 and 5.5.3 dso stress difficulties in a
sufficient analysing of performance prediction at the Detailed Design Stage, which resulted
in research effortsin this area.
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Outline Design Stage

ODS-Interface
[Chapter 4]

ESP-r model to evaluate design
issues relevant to design stage
[Chapter 2]

SDS-Interface. ESP-r
interface is currently
used, but concept for
customised interface
has been addressed in
thesis and is
summarised in
[Chapter 8]

ESP-r model to evaluate design
issues relevant to design stage
[Chapter 2]

Performance prediction analysis
customised to design stage. ESP-
r result analysis tool is currently

used, but concept for customised <

tool has been addressed in thesis
and is summarised in [Chapter 8]

DDS-Interface -
Complete functional
ESP-r interface

ESP-r Model to evaluate design
issues relevant to design stage
[Chapter 2]

Figure 6.1: Enhanced application of simulation throughout the building design process
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6.3 Implementation issues

Figure 6.2 displays tasks that have to be accomplished during a simulation exercise. The next
pages discuss related implementation issues in more detail, with a special focus on the use of
smulation a the Outline Design Stage, based on experience gained during the
implementation of simulation within the architectural design practice where research for the
SSDP was conducted.

6.3.1 Simulation project specification

A simulation project is normaly initiated with a design team realising the need for an
energy or environmental evauation of a building design. The designers will then informa
simulation team about the characteristics of the design and state expectations about
information they wish to obtain. Both parties then agree which simulation exercise(s) to
carry out. This decision is based on the time required to carry out the exercise and the related
cost, deadlines within which performance predictions need to be obtained, and resources
available within the smulation team. In an architectural design practice this process is
supported by management procedures which are covered later in this chapter (section 6.4).

Following this the smulation team agrees on a strategy for the ssmulation of the design.
In this process the architects who use simulation again obtain support from external parties -
such as ssimulation or building services experts - in order to assure an appropriate model
definition. This issue is discussed in more detail in section 6.3.4, Quality Assurance (QA) of
complete simulation model.

It cannot be expected from a design team that they automatically realise the benefits of a
simulation exercise for adesign projects. Thisis especialy the case if the team members are
not experts in energy and environmental design aspects. For this reason mechanisms have
been put into place in the architecture company were simulation was implemented during the
research that compel design team leaders to at least give consideration to the use of
simulation. This happens by means of a section in the design management procedures (not
simulation management procedures) were the project leader needs to sign of that simulation
has been considered as a design tool (and reasons why it was found as not appropriate if it is
not applied). In this decision making the project leader can obtain support from smulation
and/or building services experts.
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6.3.2 Smulation model creation

The smulation moded creation involves the definition of the model geometry, the
population of databases with new entities (if necessary) and the attribution of the model
geometry to obtain a complete smulation mode. This process differs between early and later
building design stages. The ODS Interface requires a complete geometry definition before
the model attribution takes place— with the complete functional ESP-r Interface it is possible
to carry out these the two tasksin parallel (see Figure 6.3).

Specify geometry | Attribute o] Simulation
of model geometry model

@

Specify geometry
of model

Simulation
model

Attribute model |—

(b)

Figure 6.3: Model creation with the (a) ODS- nterface and (b) the complete functional ESP-r I nterface

Requirements for database population will aso differ between early and later design
stages. At early design stages the input data is often not project specific but models are
attributed using support databases that have been populated with industry standards because
operational and control data has not been specified at that design stage. Asa consequence, an
extension of the databases is only required when a building has el ements that do not comply
with aready specified entities or when the data definition is project specific. At later design
stages the model data is in most cases project specific and hence database population will
have to be carried out more frequently. The management procedures ensure that all entities
which are included into the database are checked and documented.

6.3.3 Quality Assurance (QA) for geometry of ODS I nterface

With the ODS Interface an incorrect geometry definition cannot be changed after it has
been attributed it is therefore important to ensure that the geometry definition defined has
been specified correctly before the attribution takes place. Later identification of errors can
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result in the need to redo a simulation exercise from scratch. This section describes control
mechanisms that have been implemented to address this issue:

acheck of dimensions,

acheck that zones are properly bounded,

acheck that surface adjacencies have been specified correctly.

Figure 6.4: Inclusion of an additional vertex to ensure a properly bound zone

Solid Render Wiew HLM ‘window Help
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JEHE Edit View Insert Format Records Tools Window Help

Connection check

Check that HLM-esp has detected the correct surface connections by selecting the different
surface bypes - they will then be highlighted in the MicroGDS drawing.

If the drawing is not correct cancel the import, correct the drawing and start the impart
again. When the action is canceled HLM-esp will also delete the Design Yersion.

Wertical and connected ko another surface

Construction and —I
it = Elatie Hoatizontal connected ta another surface
Construction and
Witk L Sloped and connected ko another surface

Building Oricntation Wertical and not connected to another surface D

Zone Function
Defintion Sloped and not connected to anather surface
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Creation

Horizontal and not connected ko another surface

cancel next =
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Figure 6.5: Incorrect definition of an internal surface (internal surfaces are detected as external)
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A check of dimensions of the simulation model is aided by the fact that most models are
based on existing design drawings. It is therefore possible to check a geometry definition by
means of displaying this drawing simultaneoudy with the template drawing. Another
necessary QA check is the confirmation that the CAD tool works in the correct units (e.g.
metres rather than millimetres, which is the standard unit that architects work in) when the
simulation geometry files are created from the CAD model.

Zones that have been created with standard 3D drawing functions from MicroGDS (e.g.
extrusion of a 2D shape into a 3D zone) are generaly properly bounded. Errors occur mainly
when surfaces need to be split after an extrusion (e.g. to specify adjacencies to neighbouring
zones). This can lead to errors such as missing vertices, surfaces that are drawn twice or have
their vertices defined in the wrong direction [ESRU 2002]. These errors need to be
identified. Figure 6.4 gives an example for an additional inclusion of a vertex into a surface.

The third check determines that all surfaces adjacencies have been specified correctly.
The check is carried out in the ODS Interface with the ‘ connection check’. It enables the user
to view in turn different surface types by highlighting them in the CAD drawing. Selections
are made based on the tilt of a surface and the environmental conditions on the other side,
e.g. vertical and connected to another surface, vertical and not connected to another surface,
etc. Figure 6.5 gives an example of the QA adjacency check.

All of the above listed checks have aso been integrated into the management procedures
and are carried out by a person who has not created the simulation mode.

6.3.4 Quality Assurance (QA) of smulation model

QA checks of the smulation model form a vital part of every smulation exercise to
ensure that the information produced is reliable [Law and McComas 2001, Fraedrich and
Goldberg 2000]. Performance predictions need to correspond to the actua behaviour of the
building. This check should be carried out as a combined verification and validation
exercise. Verification and vaidation is defined as follows [Robinson 1994]:

Verification: ensuring that the designer is solving the problem correctly. This deals with the

accuracy of transforming a problem formulation into a model.

Validation: ensuring that the designer is solving the correct problem This deds with the
model behaving with satisfactory accuracy consistent with the study objectives.
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Verification and validation are illustrated in figure 6.6. Verification deals with the
correct attribution of the smulation model. Validation is a high level check of the
performance predictions obtained. The latter need not be performed by a smulation expert,
but it is necessary that the person checking the mode is familiar with aspects and
considerations that formed the focus of the smulation exercise. This could be a building
services engineer, environmental engineer or energy manager. It should result in the
identification of significant errors in the model (e.g. 20 air changes/hour and not 2.0 air
changes/hour) but also is an assurance that the model specification initialy agreed where
feasble (eg. 6.0 air changeshour may have been more appropriate than 2.0 air
changes’hour). Without appropriate verification and vaidation, there is no point in carrying
out a simulation project. Although these steps can be difficult and time consuming, a great
ded of care must be put into these stages, otherwise decision-making based on the
performance predictions obtained from the model can be risky.

Verification and validation are applied in the architectural simulation process by checks
of the smulation models and aso the involvement of additional parties into the simulation
exercise (experienced simulation users, building services engineers or environmenta
engineers).

The experienced simulation users verify the smulation model data before and after its
creation. The first check ensures that the model was created in an appropriate manner, the
second check substantiates that the model was created as agreed. In addition to the benefit
that by undertaking this check experienced users are incorporated into the model creation

process, the exercise also ensures that a person verifies the built model who has not been

Verification W

Model Model
Structure Code

Behaviour
Real world Model

of model
elements elements

elements

PN
L Validation J

Figure 6.6: Verification and validation of a simulation model (after [Robison 1994])

involved in its creation.
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Building services and environmental engineers can contribute to the verification and
validation exercise in two ways: they can ensure that the input data for a model is appropriate
(e.g. suitable interna heat gains and ventilation rates), but can aso vaidate whether or not
the performance predictions seem feasible. During the latter task they can apply range checks
and use benchmark data that has been published for a smilar building type, but can aso
apply their professional experience.

6.3.5 Expert involvement in QA

From the above description it was concluded that in order to ensure that a ssimulation
model created will provide reliable results, knowledge and expertise from several experts
(smulation, CAD, building services) is needed. To a certain extend this is caused by the fact
that tools and functions required to carry out a simulation exercise have not been devel oped
to a degree that a non-expert could carry out a smulation exercise independently. In case a
CAD tool would automatically split al surfaces of a zone in a manner that alows the
simulation tool to detect adjacencies between zones the QA check described in section 6.3.3
would not need to be carried out by a CAD expert. Similarly would the extensive population
of zone function support databases with appropriate data for different room and building
types (along with the development of agorithms that ensure that the appropriate support
database items are linked to the different zones of a model) make the QA check of this model
component by asimulation expert redundant.

Generaly it can be envisaged that research and development in such areas will progress
in the future. With efforts made by the Industry Foundation Classes (IFC, for a description
see section 4.5.1) some CAD tools are for example already capable of semi automatically
converting a CAD drawing into a geometry definition for a smulation model with all
surfaces of a zone being split in away that defines adjacencies.

Still, at the moment this is not the case, and hence expert input is required when carrying
out a smulation exercise. In consequence it is likely that in the initia phase of the
gpplication of simulation by architects the tool will mainly be used by larger firms which can
easier ensure that this input is provided. Such companies will either have experts in house or
will be able to cover the cost for this input within their larger turnover. However, with
improved facilities in the area of smulation it will be easier for smaller companies to carry
out smulation exercises. With such a development becoming reality, smulation would take
a similar route like CAD tools, which were in early days mostly used by larger companies
for bigger projects.
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6.3.6 Model documentation

The documentation of a simulation model forms an important part of a simulation
exercise. It will support QA checks of the smulation model, but is aso required for reports
to the design team and clients.

One way of documenting a smulation model is by summarising its datain the form of a
report. With the full ESP-r system it is possible to create a report that contains relevant data
from the simulation files. The report is detailed but can be tedious to read due to the density
of the format. The ODS Interface can in addition produce reports with a structure tailored
towards the conception of the ODS-Interface (e.g. globa construction attribution, local
construction attribution). This makes the report easier to read, but, unlike the report produced
by ESP-r, it does not contain all of the data used for the simulation exercise. Appendix 3
gives an example of areport created by the ODS Interface.

Apart from documentation in the form of reports, it is aso important to include
sufficient information in the smulation model itself so that a user can comprehend a model
created by another user (e.g. when passing a model from one design stage to another). Such
reporting facilities are also applied when a user creates a simulation model with the ODS
Interface. An example is the definition of descriptive zone comments which the user of the
ODS Interface specifies when importing a geometry. These definitions can later support a
designer who views the model with the complete functional ESP-r interface (see Figure 6.7).

6.3.7 Management procedures for the use of smulation by architects
Management procedures have been specified for the application of simulation within the

architectural practice (primarily they have been specified for the test bed company but could
also be used by other practice) and these form part of the overall management procedures of
the company. They ensure that simulation is applied in a controlled manner and aso
integrate simulation into the standard architectural work process. They address severa
issues:

Provide a checking mechanism as to whether or not a simulation exercise is

necessary — a simulation exercise should only be carried out if it provides an answer

to a design consideration that cannot be answered in an easier and quicker way (e.g.

by contacting a building services engineer).

Ensure that financial and human resources required for the exercise are available.

Agree deadlines that can be met by dl parties and provide performance predictions

in the time frame required by the design team.
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Ensure that data that has been used for the model creation is approved by either an
external or internal party and that data sources (as well as the person(s) who
approved the data) are documented.

Ensure that the verification and validation exercises as described above are applied.
Ensure that performance predictions are reported in an understandable way and that
the report with the performance predictions explains the basis on which they were
produced (e.g. input data used, model accuracy applied).

The management procedures have been developed in response to various considerations
and needs. Firstly it was seen as important by members of the architectural company who
were involved in the creation of the management procedures to make designers aware of all
aspects of a simulation exercises (e.g. illustrate what simulation exercises can be carried out
to support the designer, state financial and time implications for a projects budget when
carrying out the smulation exercise, etc.). They argued that this was especialy important
now at early days of the use of simulation by architects when the tool is still unknown to the
design team. The management procedures have therefore educational functions but also
prevent confusion and frustration among designers (e.g. a simulation exercise could be more
costly than the designer anticipated) which may counteract the aim to increase the use of the
tool.

A second aim was to ensure that performance predictions obtained from a ssimulation

exercise are feasble. These sections of the management have been produced based on
previous experience by simulation expertsin this area (e.g. University of Strathclyde/ESRU)
or by publications in thisfield (e.g. [BRE 1999]). However, they still also had to be tailored
towards the requirements of an architectural design practice (e.g. ensure input is made from
simulation experts when required, new database entities are QA checked). Appendix 4 shows
as example pages the section of the management procedures for a simulation exercise request
by the design team.
Such management procedures should generally be specified whenever smulation is applied
within the building design process. However, they are especially important when the tool is
applied within an architecture company, where the designers are not experts in the use of the
tool and also use it infrequently.
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Figure 6.7 Descriptive zone comments are specified during the geometry import of the ODS-Interface and are

later available with the full ESP-r system
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Generdly the use of management procedures can slow down the speed with which a
simulation model is created (additional work required to fulfil the tasks involved, waiting for
response from person carrying out a QA check), but it has to be ensured that they are dways
applied. One way to ensure this is by linking them to the smulation tool (nanagement
procedures open up automatically in a text document when a designer starts the smulation
interface). This feature is currently under development for the ODS Interface.

6.3.8 Training of architectsin the use of smulation

Appropriate training of the architect carrying out a simulation exercise is required to
ensure the efficient use of the tool and the creation of appropriate smulation model. Basic
training in the operation of the CAD tool for the specification of amodel geometry aswell as
the ODS Interface for its attribution can be carried out after less than a of day (thiswas an
observation made when training more than 15 architects on the use of simulation during the
research). After that users can operate the system. However, they will till need support
when they start using the tools on real projects. This support can relate to more detailed
aspects of the operation of the ODSInterface or CAD tool (e.g. how to specify a loca
surface property) but more frequently will relate to smulation in genera (e.g. how to specify
a zoning strategy or select appropriate zone functions). Questions regarding the use of the
CAD tool and ODS-Interface are normally resolved after the architect has used the tool on
one or two projects, but issues that relate to simulation in general will require longer training
support.

However, over time this training will remove the black box appearance from a
simulation exercise. At some point users of the ODSInterface could then be sufficiently
experienced to get involved in tasks where a greater degree of understanding for simulation
is required. Examples would be simulation exercises with the fully functional ESP-r interface
or wider database population for the ODS Interface.

Training is currently carried out by in-house training, support during project work as
well as through an extensive user manual which explains the user functions of the tool in
detail.

6.3.9 Liability

When using simulation throughout the design process different designers will carry out
the assessments using simulation. At early building design stages it will be architects who
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specify a simulation model, later on other designers such as building services engineers may
use the modd created by the architects as a basis for their building performance appraisal.
With the application of smulation architects get involved in areas were they had
previoudy limited responsibility because they start making statements about the energy and
environmental performances that can be expected from a building. Traditionally these issues
were dealt with by building services engineers. This raises questions related to liability:
To what extent is the architect responsible for the performance predictions obtained
in early design stage studies?
When does the building services engineer take over the ownership of a simulation
model ?
These issues will be discussed in the next chapter in section 7.4, “Observations from a
survey of designers’.

6.4 Closing remarks

This chapter first illustrated how research and developments introduced in earlier
chapters of thisthesis can make contributions towards a design situation where smulation is
better integrated into the building design process. It then discussed implementation issues
with a specia focus on the early building design stage. It covered model creation and Quality
Assurance issues and how they are supported by model documentation, management
procedures and training.

Finaly the chapter introduced the fact that the use of smulation by architects raises
ligbility questions. This part of the chapter emphasises the fact that in addition to research
and developments described in earlier chapters support needs to be provided for the
integration of smulation into the building design processto ensure severd issues.

ensure that the tools are used efficiently but rules are till followed that ensure their
use in a controlled manner;
make the process transparent how simulation should/can be used as part of the
building design process (especialy or relevance when architects use the tool, see
section 6.3.7);
ensure that the simulation model created will provide performance predictions
which are sufficiently accurate;
train staff that they acquire skills required to carry out a simulation exercise.

It was also sad that in early days of the use of simulation by architects these support

requirements make it likely that the tool will mainly be used by bigger companies, but it was
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also reasoned that over time smaler companies might also be capable of deploying
smulation.

The next chapter illustrates the application of smulation in the building design process
with case studies and feedback given by designers who were involved in the use of

simulation at early building design stages.
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CHAPTER 7

CASE STUDIES AND FEEDBACK FROM DESIGNERS

7.1 Introduction

This chapter demonstrates how the developments previoudy described are brought
together to facilitate the key objective of this thesis: the integration of smulation into the
building design process. The first part of this chapter contains case studies based on design
projects of the architecture company that formed the research bed for the development of the
SSDP and the implementation of the ODS Interface.

By implementing smulation into the Outline Design Stage of the building design
process it was aso possible to obtain valuable feedback from practitioners about the use of
building smulation at early design stages. This feedback was gathered in the form of surveys
of designers who operated the ODS Interface and also from designers who used performance
predictions obtained from ssimulation exercises for strategic design decisions. Survey results
are presented in the second part of the chapter. This is followed by feedback from two
building ssimulation consultants about their view of advantages of employing simulation for

building analysis.

7.2 Case studies

The following sections describe three different case studies. The first two illustrate the
benefits of using smulation at early building design stages; the third shows how the
structured application of simulation throughout the design process can result in more

informed decision making and enhance the quality of the building design.

7.2.1 Case study 1: House block in prison

The first case study describes how simulation was applied for the evaluation of energy
and environmental implications of design alterations to the design of the house block of a
prison building. Prisons are buildings with construction materials and occupancy behaviour
which are digtinctly dfferent from ‘norma’ buildings. The cells have a fairly small floor
area and are enclosed by concrete walls. They can be occupied for most of the day and can
have considerable interna heat gains from occupants, equipment and lighting. For security
reasons the windows are single glazed and fresh air is provided by a ventilation grille
underneath the window. All of this creates a situation where the energy and environmental
performance of the building is influenced by quite unique conditions. Also, design support
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from simplified simulation tools or design guidelines is difficult to obtain, because these
EEDDSS normally do not cover this particular building type'. The ODS Interface made it
possible to fill this gap.

In this particular case the designers used the ODS Interface for two different exercises:
to identify heat loss paths from the building in order to assess the effectiveness of
energy conversation measures and
to assess the impact of the cell orientation and occupancy density on the resultant

temperature in a cell during summer.

Simulation model

The house block of the prison was cross-shaped (see Figure 7.1) with identica
conditions in each wing (apart from the window orientation), allowing the simulation of one
wing as representative for the conditions in the building in genera (window orientation can
be considered as a design parameter by atering the orientation of the building).

Figure 7.1: A houseblock in a prison

Figure 7.2 shows images of the 13 zones simulation model that was used for the
assessment. The wing is 25.0 m long and 16.5 m wide. It has a central circulation area with
rooms on either side. These are mainly cells, but also a kitchen, laundry and two bathrooms.
The externa walls are cavity walls with an inner layer of concrete and an outer layer of
brick. Partitions and intermediate floors are concrete constructions. 10% of the facade is
glazed. The cells, kitchen and bathrooms were specified in the model to be heated to 21°C

1 Although such an evaluation could of course be carried out with advanced simulation tools like the Building
Design Advisor.

185



between 6:00h and 22:00h and 16°C between 22:00h and 6:00h*. The central circulation area
is constantly heated to 21°C. Internal heat gains were defined as typical for the usage
function of the different zones. Ventilation rates were specified at 2.5 air changes per hour
with exception of the central circulation area, which was defined to be ventilated with 1.0 air
changes per hour (this data was provided by building services engineers). Self shading of the
building or shading of the window from bars was not considered in the model (although solar
data was generally considered by the smulation engine).

Figure 7.2: The geometry of the simulation model

Energy study
To determine the heat |oss paths from the building, four Design Versions as described in

Table 7.1 were created. The insulation of the opaque building envelope of Design Version 1
(as built) is in compliance with the Building Regulations pre-April 2002, the single glazing is
required to comply with security requirement for a prison building and the ventilation rate
was provided by the building services engineers as typical for a prison building. Based on
Version 1 three other Versions were created to evaluate implications of different heat loss
paths on the energy consumption in the building.

Design Version U-value U-value U-value Ventilation
facade roof Glazing ratein call
[WinPK] | [W/nPK] [W/nPK] [ac/h]
1. Ashuilt 0.45 0.33 5.44 2.5
2. Better insulated opaque envelope 0.26 0.18 5.44 2.5
3. Double glazing 0.45 0.33 2.78 2.5
4. Reduced ventilation rate 0.45 0.33 5.44 1.0

Table 7.1 The different Design Versions of the energy study

1 The HLM -esp support databases specify heating (and cooling) control as an unlimited plant capacity and
assuming ideal control. It was found that thisis sufficient for early building design stages. If necessary more
detailed data can however be defined at |ater, more detailed design stages.
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Table 7.2 lists the energy consumptions that were predicted from the simulation
exercise. It can be seen that the increased insulation level of the opague building envelope
reduces the heating energy consumption by only 4%. Changing the glazing from single to
double-glazing would reduce the energy consumption by 10%. However, the biggest savings
result from the reduced ventilation rate, which reduces the heating energy consumption by
25%. This shows that one of the most likely choices of an architect when aiming to reduce
the heating energy consumption of the building (upgrading the opaque building envelope) in
this particular design situation brings very limited benefits. Changing the single glazing to
double-glazing would be significantly more beneficial but is not possible. The biggest

potential clearly lies in the recovery of heat from the air that is removed from the building

via ventilation.

Design Version Heating Energy

Consumption
[kWh/n¥a]

1. Asbuilt 154

2. Better insulated opaque envelope 148

3. Double glazing 139

4. Low ventilation rate 116

Table 7.2 Heating energy consumptions predicted

Comfort study

Further ssimulations were undertaken with the aim of assessing the impact of the cell
orientation and occupancy density on the comfort conditions in a prison cel. These
considerations were of interest since with the cross-shaped footprint of the building a cell
can face in any direction and also due to the fact that under certain circumstances it is
possible to have two occupants per cell which results in higher occupancy densities.

Table 7.3 lists the different Design Versions that were created. The window orientation
was defined as south-west or north and the occupancy density as 11 nf/occupant or 7.2
mf/occupant (140% increased density with two occupants in a cell — the data was given by

the designers).

Design Version Window Orientation Occupancy Density
1) SW facing cell with normal occupancy South West 11 nf/occupant
2) N facing cell with normal occupancy North 11 nf/occupant
3) SW facing cell with 140 % occupancy South West 7.8 nf/occupant
4) N facing cell with 140 % occupancy North 7.8 nf/occupant

Table 7.3 The different design version of the comfort study
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Figure 7.3 shows for the different Design Versions the frequency binning of resultant
temperatures within the cell above a value of 24 °C. It can be seen that both the orientation
and the occupancy density have a noticeable impact on the temperature conditions in the cell.
In consequence it was concluded that cells that face the sun should only have a single
occupancy density.
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Figure 7.3: Resultant temperature in prison cellswith different window orientations and occupancy densities:
(a) South/west facing window, normal occupancy, (b) North facing window, normal occupancy, (c) South/west
facing windows, high occupancy, (d) North facing windows, high occupancy

In Figure 7.4 it can be seen that the simulations predicted temperature variations of less
than 3 °C over a dally cycle, resulting in small temperature drops during the night time. A
second observation is that in times of extreme high ambient temperatures the internal

temperature is below ambient.

Discussion of case study

Easy to use computerised EEDDSS normally would not enable building designers to
evaluate the energy or environmenta performance of a prison building at early design stages.
The development of the ODS-Interface has made this possible. Both simulation studies were
caried out in less than a day by the architects themselves, producing performance
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predictions of an exceptiona building type in a short time without relying on external
consultants.

It was also interesting that the predicted temperature profiles over the daily cycle were
also observed in aready built similar house blocks (Sharples [2002], the corporate manger of
the Prison Blackenhurst, made this observation when viewing the performances predicted by
the smulation exercise). This showed for this particular ssimulation run the accuracy of
performance predictions obtained by applying advanced dynamic simulation.
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Figure 7.4 Ambient and resultant temperature for Version 1in a hot summer week

7.2.2 Case study 2: Part L compliance study

The second case study describes a simulation exercise that assessed whether @ not a
proposed building design could achieve compliance under the Carbon Emission Calculation
Method of the British Building Regulations Part L [DTLR 2002]. With this method, the
calculated annual carbon emissions for the proposed building should not be greater than
those from a notional building of the same size and shape designed to comply with the
Elemental Method of the Building Regulations.

Simulation model

The simulated building comprised 13 floors (see Figure 7.5). The bottom floor was used
asaretail area. The floor above was used as the lobby of the building. On top of this were 11
floors that were used as office spaces. Floors that had identical thermal conditions were
represented by one floor and the results were scaled up. Each floor comprises an occupied
space with a height of 2.75m and a void space 1.1 m high. For the model representing the
proposed building the glazing area of the occupied space was specified as 90% and for the
notional building as 61.1% (equivaent to 40% overal facade aed). The windows in the
proposed building were attributed as double-glazing, in the notional building as glass with a

189



U-value of 2.2 W/nfK (required by the Building Regulations [DTLR 2002]). Fresh air was
supplied at 16 |/s per person, assuming a 50% heat recovery. Interna heat gains were
specified astypical for an office building [CIBSE 1998].

Results

The study was carried out in two steps. First the building was simulated with the ODS
Interface described in chapter 4 to determine the heating and cooling energy requirements as
seen by the building plant as well as the required capacities. Table 7.4 showsthis data for the
notional and the proposed building design.

Figure 7.5: The geometry of the simulation model (missing areas are floors reproduced using zone scaling)

Notional | Proposed

Building [ Building
Heating Energy Consumption [kWh/nfa] 7.5 11.1
Cooling Energy Consumption [KWh/nta] 63.2 60.5
Heating Capacity [KW/nf] 305 355
Cooling Capacity [kW/nf] 61.8 70

Table 7.4: heating and cooling energy requirements as seen by the building plant and required plant capacities

It can be seen that that the notional building has a lower heating energy consumption
than the proposed building but a higher cooling energy consumption. This was a surprising
finding because it was initially assumed that the higher solar gains caused by the larger
glazing areas of the proposed building would result in higher cooling energy consumption. In
consequence it was decided to pass the mode to the full ESP-r system where a more detailed
performance prediction analysis could be carried out.
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Figure 7.6 displays afirst finding from this analysis. The graph displays the heating and
cooling loads in the zones on the leve that was smulated as representative for most of the
office spaces within the building. It can be seen the building has a significant cooling load
throughout the year, whereas the heating load is generally low. The glazed areas with their
lower thermal resistance are an important heat flow path. In this particular case the large
glazing area therefore reduced the cooling load of the building. This finding was aso
confirmed by a detailed anaysis of the energy breakdowns that occur in the different zones
during various climatic conditions.
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Figure 7.6: Heating and cooling loads in selected office spaces (perimeter and core location) of the proposed
building over an annual period

However, athough the building envelope did not negatively influence the energy
performance of the proposed building the notional building still had lower energy
consumption. This was a result of the plant system that was specified for this particular
building (See Table 7.5). The building could still achieve compliance based in the Whole-
building Method because its overall carbon emissions were lower than the benchmark
specified in the Building Regulations.
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Building Heating Hot [Cooling| Auxiliary [ACMV Y| Lighting| Office equipment | Total
type water plant fans ('small power )

Notional 7 4 33 11 47 43 30 176
Proposed 1 4 33 33 60 39 30 220

Figure 7.5: Annual delivered energy consumption [kWh/m?]

Discussion of case study

The second case study showed again how the integration of simulation into an early
building design stage resulted in a more informed decision process. It was shown that for this
particular building large glazing areas did not cause a higher energy consumption than a
notional building with smaller glazing areas. Thiswas afinding that contradicts best practice
advice as well as the design approach that the Building Regulations try to encourage with the
elemental method. Using simulation thus informed the designer that in this particular case it
is possible to make the preferred aesthetic design choice without this resulting in increased
energy consumption in the building. Without the application of simulation the designer
might not have considered such as design, knowing that it would not pass on the basis of the
Elemental Method of the Building Regulations. However in this particular building design
failed in its overal performance because of its high energy demands by the plant system.

7.2.3 Casestudy 3: Application of simulation throughout the design process

The third case study, based on an office development, illustrates the benefits of using
simulation throughout the design process. The exercise followed the simulation concept
outlined in chapter 3 and applied the ODS Interface, the full ESP-r system and data mining.

Simulation model

Figure 7.7 displays the smulation model that was used for the building performance
evaluation . The building is four storeys high, 91 m long and 51 m wide and has a central
atrium. The office spaces have an occupancy density of 12.5 nf per occupant; the resulting
minimum fresh air requirements are 1 air change per hour. In most areas small power loads
emit 10 W/n? internal heat gains, but there are also areas with 25 W/nt. During weekdays
the offices are fully occupied from 8:00h until 18:00h and partially occupied from 18:00h

1 Air conditioning and mechanical ventilation fans
2 To reduce the complexity of the case study the exercise did not include the evaluation of different building

geometries.
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until 20:00h. Lighting is assumed to emit 10 W/nt * between 8:00h and 18:00h and 5 W/nt
from 18:00h and 20:00h. The atrium is occupied daily from 9:00h until 19:00h (if internal
temperatures allow occupancy since the space is not heated). The designers aimed at a
heating energy consumption lower than a good practice office building (see [BRESCU 2000]
for indicators of typical energy consumptions) and at achieving summer comfort conditions
with minimum artificia cooling, ideally none at al.

Kuth/West

facing facade

Figure 7.7: The geometry of the simulation model

Outline Design Stage
At the Outline Design Stage simulation was applied to determine severa key

performance indicators.

heating energy consumption in the building;

summer resultant temperatures in office space;

summer resultant temperatures in atrium.
Resultant temperatures were determined for a SW facing perimeter zone on level 3 and the
lower zone of the atrium (see Figure 7.8). The perimeter zone was chosen because it is
exposed to solar gains and the lower zone of the atrium is the occupied space of this building

section.

! The value of 10 W/m2 was found to be an appropriate value for heat emitted from an average lighting system in

an office.
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Figure 7.8: The zonesin which resultant temperatures were determined

The design team identified different design changes that might or might not

influence/improve the building performance:

Different insulation levels of te building envelope could influence the heating

energy consumption.

The window size in the office spaces will probably influence both the heating energy

consumption and the summer temperatures.

Solar control in the office spaces and atrium could reduce the summer temperatures.

Increased ventilation rates in the office spaces and atrium could reduce the summer

temperatures.

An increase of the building mass in the office spaces and atrium could reduce the

summer temperatures.

Positioning the spaces with high internal heat gains at the facade could potentially

increase the overheating problem because of combined equipment and solar gains.

Changes in the air infiltration rate (depending on the airtightness of the building

envelope) can influence the heating energy consumption.

Heat recovery systems could reduce the heating energy consumption.
Table 7.6 lists the model parameters with which the above design variations could be
compared. The grey boxes contain parameters which were identified as likely to provide a
building with a good energy and environmental performance (for thermal mass, heat gains
from equipment and solar control design specifications were chosen that will improve the
summer comfort conditions in the space in order address the request for minimum or no air

conditioning).
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Window size office 40% of facade 90% of facade
Heat recovery system® | Excluded ? 1 air [ Included ? 05 air \
changes/hour changes/hour
Insulation of envelope | Facade 0.35 W/nfK / Facade 0.17 W/nfK /
Roof 0.25 W/nfK Roof 0.12 W/nfK
Thermal mass Raised carpet floor and | Exposed floor and ceiling
suspended ceiling Office
Summer  ventilation | 1.0 air changes/hour 4.0 air changes/hour
rates
Heat gains from | 10 Winf 25 W/nf
equipment
Solar control None External blinds
)
Summer ventilatian 0.75 air changes/hour 3.0 air changes/hour
Solar control None External blinds Atrium

Table 7.6: Different model parameters

Aninitial assessment was carried out by creating a base case that produced benchmarks
for the different energy and environmental performance indicators. For this purpose the
simulation model was attributed with parameters which could be expected lead to poor
building performance (white boxes). The reason for focusing first on these design parameters
was that they were preferred by the designers for various reasons. aesthetics (large glazing
areas), less costly construction cost (minimum insulation requirements given in the building
regulations, no heat recovery), and following of conventional design choices (suspended
ceiling and soft floor finishing, ventilation for fresh air requirements rather than for cooling
purposes). The performance was then compared against good practice benchmarks. Poor
performance could be improved by changing design parameters listed in Table 7.6 (to design
parameters specified in the grey boxes).

Table 7.7 list the attributes that were chosen for the base case Design Version. Figure
7.9 shows predictions for the resultant temperatures in the office space and atrium. The
predicted heating energy consumption required in the building was 45 kWh/nta.

Atrium Office space
Summer Solar | Window Heat Insulation | Mass | Summer | Heat | Solar
ventilation | Control size recovery ventilation | gains | control
Low No Large No Low Light Low High No

Table 7.7: Attribution of base case Design Version

! Assuming 50% efficiency
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Figure 7.9: Annual resultant temperature in different spaces of the building obtained in initial simulation:
(a) office space (b) atrium

This energy consumption was well below good practice benchmark figures for heating
(91 kWh/nta). Even taking into account plant inefficiencies the metered energy consumption
would still be below this benchmark. However, it can be seen that the resultant temperatures
lead to poor comfort conditions for long periods in both the atrium and the office space.
Overhesting was therefore identified as the focus of further simulation studies at this as well
as later design stages.

To assess how far the poor performance with regards to the aesthetics could be
improved by the design measures outlined in Table 7.6 a second Design Version was created
in which parameters were chosen that should improve the summer performance. Table 7.8
lists the parameters; Figure 7.10 shows the frequency distribution of the temperatures.

It can be seen that in both the atrium and the office the resultant temperature has
dropped significantly (in addition did the heating energy consumption only rise from 45 to
55 kWh, which was still considerably lower than the benchmark specified).

For the office space it was not clear what design parameter had caused this temperature
reduction. However, this was important to know because some parameters (e.g. window
size) would not be changeable at later design stages. In consequence a study was carried out
where each of the relevant parameters was changed in turn. With the ODS Interface such
changes could be carried out in a structured manner and within minutes by creating copies of
Design Versions and only changing the relevant attribution(s) (e.g. globa specification of
the window size). Figure 7.11 shows the temperatures that were obtained from this study. It
can be seen that the smaller window size reduced temperatures above 28°C by 8%, blinds led
to a reduction by 14%, low internal heat gains by 15%, a change to heavy mass by 26% and
high ventilation rates by 37%. Considering the objective outlined in the initial brief
(minimum or no air conditioning) and the fact that all changes had made a considerable
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contribution to better summer comfort conditions it was decided to keep the attribution from
the second Design Version as part of the building design.

For the atrium no further studies were carried out. It was sufficient that simulation had
identified the overheating problem but aso that for this part of the building a combination of
solar control and higher ventilation rates could eliminate it. With more detailed studies in the
Scheme Design Stage the exact shading and ventilation requirements could be defined.

Atrium Office space
Summer Solar | Window Heat Insulation | Mass Summer | Heat Solar
ventilation | Control Size recovery ventilation | gains | control
High Yes Small No Low Heavy High Low Yes

Table 7.8: Attribution of second Design Version
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Figure 7.10: Resultant Temperature in different spaces of the building obtained after design changesto
improve thermal performance: (a) office space (b) atrium
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Figure 7.11: Resultant temperature in office for different Design Versions
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Scheme Design Stage

At the Scheme Design Stage additional simulations were carried out to inform the
design team in more detail how design changes influence the environmental performance of
the building. For these studies the smulation model was passed from the ODS Interface to
the full ESP-r system, as this offered the flexibility with respect to model attribution and
performance prediction analysis that was required for the study. The following aspects were
identified as relevant:

assessment of solar control options (blinds, solar obstruction elements) in the office
space;

evaluation of benefits of night time ventilation in the office space;

assessment of solar control options (blinds, solar obstruction e ements) in the atrium
and

assessment of the benefit of higher ventilation rates in the atrium.
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Figure 7.12: Resultant temperature in office space with different Design Options aiming to enhance the
performance of the space: (a) temperature obtained in previous study (b) temperature when applying night
time ventilation (c) temperature with solar obstruction elements (no night time ventilation)

In a first study an evaluation was undertaken as to whether or not solar obstruction
elements (overhangs) in the office space would be as efficient as blinds and how far night

time ventilation further reduces the resultant temperature during the day. Two different
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Design Versions were created: one where additional night time ventilation was applied to the
office space (at 4 air changes’hour during non-occupied periods) and ancther where solar
obstruction elements (1.5 m wide) replaced the blinds (no night time ventilation). From
Figure 7.12 it can be seen that the night time ventilation reduced the resultant temperature
whereas replacing the blinds with the obstruction elements resulted in higher temperatures.
In consequence it was decided that the night time ventilation should be applied in the
building to lower day resultant temperatures, but that solar obstruction elements should be
omitted. However, the night time ventilation till results in more than 100 occupied hours
with resultant temperatures above 26°C, and in consequence it was decided that the office
space will be provided with artificia cooling. However, with the measures incorporated the
cooling requirements were small and could potentially be met by cooling techniques such as
ventilated ceiling dabs.

After assessing the performance in the office space, the focus moved to the atrium. Here
the different Design Versions described in Table 7.9 were created. Figure 7.13 displays the

performance predictions obtained.
Design Versions Ventilation Rate Blinds Solar obstruction
[ac/h] elements
Blinds 0.75 Yes No
3.0 air changes/hour 3.0 No No
Shading elements™ 0.75 No Yes
6.0 air changes/hour 6.0 No No

Table 7.9: The different Design Versions created

It can be seen that the inclusion of blinds and an air change rate of 6.0 air changes per
hour resulted in the greatest temperature reduction. 3.0 air changes per hour and solar
obstruction elements did not provide such a good performance. However, solar obstruction
elements were the preferred option by the designer because they are less costly and require
no control and less maintenance. In consequence another Design Version was created where
solar obstruction elements and 6.0 air changes/hour were combined. It can be seen in Figure
7.14 that this resulted in an acceptable summer performance, thus it was decided to pass the
model with these parameter specifications to the Detailed Design Stage.

! The shading elements obstructed approximately 60% of the roof of the atrium.
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Figure 7.13: Resultant temperature in atrium with different design options aiming to enhance the
performance of the space: (a) Design Version “Blinds’ (b) Design Version “3.0 air changes/hour” (c) Design
Version “solar obstruction elements’ (d) Design Version “6.0 air changes’hour”
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Figure 7.14: The combined application of shading elements and 6.0 air changes’hour resulted in an
acceptable performance

Detailed Design Stage— data mining study

At the Detailed Design Stage the designer pays attention to issues such as the cooling
system and the ventilation system of the building. The cooling requirements in the space are
not excessive; therefore, cooling from ventilated floor slabs could be considered as an
option. Simulation has in the past been successfully applied to evaluate the potentia of these
systems [Westwood et a 1997].
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This case study illustrates how data mining can be used to support the designer in the
planning of a natural ventilation scheme for a building. For this purpose the air flow network
displayed in Figure 7.15 was included in the therma model. It contained horizontal
connections between the office zones and the atrium zones and vertical connections between
the different zones specifying the atrium. For each office zone external openings were
specified along the longer fagade of the building and for the atrium two external openings
were specified at the bottom of the shorter ends and one was specified at the top.

The simulation focused on the summer case and lasted from the 1™ of May until the 30"
of September. Figure 7.16 displays the air change rate in the atrium. Data mining was used

to gain an initial understanding for the correlation between climatic conditions and air flow

through the building.

External node

® Internal node

Figure 7.15: The air flow network included into the thermal model

In a first data mining run the extent to which wind speed, wind direction, ambient
temperatures and direct solar radiation influence the ventilation rate of the lower space in the
atrium was evaluated. Figure 7.17 displays the results. When examining the chi-square
vaues of the different variables it can be seen that the highest correlation exists between

wind speed and the air change rate in the space.
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Figure 7.16: Air changeratein the lower atrium space

In a second exercise, the influence of wind speed, wind direction, ambient temperature
and direct solar radiation on the air flow in the building was examined. Figure 7.18 displays
the results for the cluster with minimum upward or downward flow. It can be seen that this
occurs in periods with wind speed above 3 m/s. This was aso confirmed by a smulation
consultant [Ho 1999] who dated that she had observed that in the case of wind speeds
exceeding 3 m/s, wind becomes the driving force for building ventilation and air flow
switches from stack driven upward ventilation to cross ventilation. This pattern was
discovered when anaysing numerous CFD and air flow network simulation results.

Figure 7.19 shows another data mining analysis that underlines the finding above made
by Ho. The figure displays air flow through the external opening of the south/west facing
office space on the ground floor (positive data indicates air flow from the outside to the
insde). It can be seen that air flow from the inside to the outside only occurs at time when
the wind speed exceeds 3 m/s.
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Figure 7.17: High chi-sguare values for wind speed in an assessment of parametersinfluencing the air change
ratein the atrium. Note that some boundary values have been excluded from the display.
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Discussion of case study

This case study shows how simulation exercises structured towards the requirements of
the building design process can support designers in their decision making. It also illustrates
how the same simulation model has been passed from early to later design stages and was
expanded over time.

The case study aso shows the usefulness of data mining for the analysis of air flow
networks, where boundary conditions constantly change and the system aso has a quick
response time. The analysis and visual display provided by the clustering technique can be a
beneficial support tool. Apart from the studies shown, additional studies could aso be
carried out in order to evaluate other considerations that occur when designing an air flow
network: e.g. when drafts occur through an external opening, when stack driven ventilation
is strongest, what influence wind direction has on air change rates within a space when
external openings do not face in every direction (as was the case with this air flow network),
etc.

7.3 Surveys of practitioners

7.3.1 Introduction

The application of smulation at the Outline Design Stage has the implication that non-
simulation experts create smulation models and architects utilise a tool that previously
found only limited application at this design stage. The following section describes a survey
that was carried out to identify how the designers responded to using the software to aid their

design.

7.3.2 Survey types

Surveys can be carried out with different intentions. Robson [1993] identified two
different extremes: at one end the scientific approach, where the researcher first deduces a
hypothesis and then tests this hypothesis with a survey; the other extreme is the interpretative
approach, where theory and concepts arise from the enquiry that is carried out. Later Robson
points out that especialy in small-scale red world investigations (the type of research carried
out as part of this work) both approaches tend to present difficulties to the researcher. For the
scientific approach there is often not sufficient background knowledge to base a theory on,
and a free range, interpretative analysis is often influenced by the fact that the researcher
dready has an idea of the direction in which the result will point. He then proposes a

marriage of the two approaches where the researcher might aready have an opinion about
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potential findings but is still open to unexpected discoveries. This approach was applied in
the survey described here.
Dyer [1993] distinguishes four different survey types.

The one shot design in which the data are collected from a single sample drawn

from the population of interest.

The before-after design, where the samples are collected from the members of a

single group on two distinct occasions.

The two group controlled comparison design, where data are collected from two

separate samples, where each sample has received a different form of treatment

before the data collection.

The two-group before-after design which combines both of preceding ones.
In this research the users of the ODS Interface were interviewed based on the one shot
design method. A two group controlled comparison design would also have been interesting,
with one group using a advanced dynamic building simulation program at early design
stages, and another group the ODS Interface developed especidly for this purpose, but
because of the significant implications of such a study for any design team it was not

possible to create a research environment in which such a study could have been conducted.

7.3.3 Data collection

Every survey requires data collection, and again there are different approaches that can
be used — observation, interviewing and questionnaires are the approaches mainly used, and
for interviews one aso distinguishes between the structured interview and the unstructured,
free-range interview. This research was carried out in the form of structured interviews based
on alist of question that were predefined. The questions included closed questions where the
range of possible answers was pre-determined and open ended questions which did not limit
the nature of response.

Altogether 12 people were interviewed as part of the research. It was regarded as
important that al participants had used simulation on live projects rather than only being
introduced to the tool ‘in theory’. At the beginning of the interview, every interviewee was
assured that answers would be kept confidential because only then it could be ensured that
observations recorded were based on experience and not assumptions or misinterpretations
by the designers (based on a ‘theoretica introduction’ to smulation). To avoid group
pressure on the interviewees every person was interviewed separately. The interviews were
structured with different phases to ease the data collection process: introduction, warm up,
main body of questions, cool off, closure. Notes were taken during the interview, but
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properly recorded immediately after. Before the interview session the structure of the
guestionnaires was tested in adry run with an interviewee well known to the interviewer.

7.4 Observationsfrom survey of desgners

The survey covered two groups of designers. 4 users of the ODS Interface and 8 design
team members who had used performance predictions obtained from simulation as part of
their decison-making’. Appendix 4 list the contents of the questionnaire on which the
interviews was based.

7.4.1 Usersof the ODS Interface

Simulation exercisein general

The users of the ODSlInterface stated that they found a simulation exercise ‘not
difficult’ or ‘dightly difficult’. None of the users found it difficult or very difficult. Another
observation was that difficulties were not related to the attribution of the smulation model
with the ODSInterface but to the definition of the model geometry (see sections below).
This shows that the ODS-Interface can be operated by non-simulation experts to undertake
simulation studies at the Outline Design Stage.

Geometry definition

One user found the definition of the CAD-geometry difficult; the others found it
‘dightly difficult’ (none of the users found it ‘very difficult’ or ‘not difficult’). The user who
found the geometry definition difficult had no previous experience of creating a drawing in
3D. All of the users said that the main difficulty when specifying a model geometry is the
fact that the drawing has to be 100% accurate. This contradicts the norma use of 3D in
CAD, where the aim is to produce ‘ pretty pictures and drawing inaccuracies are acceptable
as long as they do not impact on the visua quality of the drawing. One user emphasi sed that
some of the aspects required when drawing a model geometry can limit the usability of the
CAD todl (e.g. sub-divison of surfaces after extrusion from 2D to 3D). Another example
given was the fact that vertices that had been included into subdivided surfaces to properly

bind the zone were not moved when the surface was moved.

1 At the time when this publication was finalised the number of designers who had used the ODSInterface on
projects had increased to 10 and alarger number of designers had also used performance predictions obtained
from simulation as part of their decision making. It was generally concluded by the author that patterns described
in the following were confirmed when a wider group of people used the tool.
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Degspite difficulties, all users found it ‘important’ or ‘very important’ to be able to use
the practice’ s usual CAD tool for the specification of the model geometry. Familiarity with
the user functions of the CAD tool and fast data definition (because existing drawings could
be used as a template) were rated as important. One user sad that a commercial simulation
package he had tested had CAD functions that did not follow industry standards and said that
he believed non-simulation experts would not use simulation if it was not linked to industry
standards.

Use of ODSlnterface

All the users of the ODS Interface' found the operation of the program not difficult.
They all saw the guided input procedure and the in-built structure of Design Options and
Design Versions as important for this ease-of-use. One user emphasised that the latter also
ensures that data is not lost because a user aters a smulation model by continuously
changing the same model. In a sense that shows that with the ODS Interface an (arguably
minimal) “undo” function is provided, which Hand [1998] stated to be missing with
advanced ssimulation programs.

The rating of the support databases varied. Two users found the support databases
restricting and would prefer to be able to aso specify data themselves, the two others stated
that they preferred the population of the databases to be carried out by others because they
lack the background knowledge to carry out the task. The users who preferred to be able to
specify databases themselves gave increased control and flexibility as reasons for their
choice. Still, they also recognised that this would require additional training to enable them
to specify appropriate data.

It was interesting to the author that some users expressed interest in populating
databases themselves. This shows that they want to take an active role in enhancing the tool
and improving the quality of performance predictions. However, this would have QA
implications because it would need to be ensured that the users specify correct data. It could
also slow down the model creation process and hence interfere with the important feature of
the ODS Interface of producing performance predictions quickly. Future deployment of the

! The ODS Interface was mostly operated by younger architects who were in their normal working life mainly
involved in detailed, technical design tasks and not so much in strategic design decisions. Carrying out simulation
exercises provided them however with an opportunity to be involved in these higher level design considerations
of the building design and also enabled them to deal with energy and environmental design issues. Both aspects
were observed by the author as a motivation to become involved in simulation exercises.
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ODSInterface will have to give indications of appropriate ways to populate the support
databases.

Difficulties with smulation
When asked about other difficulties with the use of simulation the following issues were
raised:
The fact that a zoning strategy for a simulation model varies with both building type
and simulation aim was perceived by two users as confusing. They stated that they
would have preferred general rules that apply to any smulation exercise (e.g. aways
specify a 6 metre perimeter zone for any simulation mode!).
One user who was involved with the collection of data for the support databases
found dealing with related issues fairly difficult. It should however be emphasised
that this was also a user who had previoudly stated that he would prefer to be able to
populate support databases himsdlf. This shows that the task was perceived by him

as generally accomplishable (which was however not the case for al users).

7.4.2 Designers using performance predictions from simulation

The survey covered 8 designers, of which 7 were architects and one was a building
services engineer working in the architecture company. In the following, the term ‘ designer’
will be used if a statement relates to both the building services engineer and the architects.

Previous ways of addressing energy and environmental issues

All architects interviewed were previoudy aware of the existence of simulation
programs. Two had directly commissioned simulation exercises. Two others were involved
in simulation exercises when working with consultants (building services engineers). The
architects had aso addressed energy and environmental issues; they clarified this with
statement such as ‘an understanding of environmentally friendly design concepts’, ‘ applying
working procedures that consider energy and environmental issues, e.g. considering the sun
path on the site’, *ensuring compliance with building regulations’ and ‘ general dialogue with
building services engineers .

Reasons for limited use of simulation
When asked about reasons for the limited use of simulation within the architectura
design process severa reasons were given. Most designers mentioned the fact that architects

are ‘visua people and simulation can be seen as too abstract. However, two designers
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stressed the fact that once the situation exists whereby a simulation exercise can be carried
out with atool suitable for architects they would be prepared to apply the tool (thisrelated to
both model creation and performance analyss). Both designers also stated that they believe
this was achieved with the ODSInterface. Two designers aso mentioned that many
designers believe that compliance with building regulations would ensure good energy and
environmental performance; one architect said that designers might not want to be ‘caught
out’” with a poor design and do not want to know during the design phase how the building is

likely to perform (‘design to walk away’, as he phrased it).

Performance prediction presentation

One architect stated that the presentation of the data in asmple graphical form is
sufficient. However, most of the other architects said that they would prefer the performance
predictions to be presented with more supporting information. One example given was
explanations of how the occupants will perceive temperature distribution in a space in terms
of comfort. Another architect adso stated the risk of providing just the performance
predictions to the client without interpretation. He saw a risk that the client will either not

make the effort to try and understand the results or misinterpret them.

Quality assurance (QA) and liability

All designers recognised the importance of QA. Three architects stated that despite the
fact that architects carry out the simulation exercise the responsibility for the energy and
environmental performance of a building should remain with the building services engineer
— the application of simulation by architects should be only to inform them in their decision
making. It should be considered whether building services engineers are prepared to take this
additiona responsibility.

Role of smulation in bridging the gap between architects and building services engineers
Without exception, all designers recognised the role of ssimulation in bridging the gap
between architects and building services engineers. The architects stated that the use of
simulation gives them a better understanding of building services issues. Two architects also
stated that it would increase their *authority’ towards building services engineers, having
experienced in the past that building services engineers were not prepared to evauate a
building design on the bass that the design had not been sufficiently developed. The
building services engineer, however, stressed that he sees a movement towards more
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teamwork in the design process, which he had missed in the past. This can be supported with
the statement of one architect that historically some architects preferred to involve a building
services engineer at late design stages. Despite differing views on this issue there seems to
be a general consensus that architects and building services engineers should work more

closely and that smulation can help bring the parties together.

Catalysts for the integration of building ssmulation into the building design process

All designers were convinced or very convinced that PFI-projects(see section 1.6.4 for
PFI) were an important vehicle for the integration of simulation into the architectural design
process since with these design projects the investor paying for the construction of the
building also pays for the life cycle cost of the building (energy requirements, cleaning,
repair, etc.). This makes the life cycle cost of a building a more important design
consderation and PFl clients have started to develop aninterest in this field.

One architect mentioned the fact the company in which the ODS Interface was tested
had a history in the use of an object orientated CAD system and has in consequence a
tradition in design support from the CAD system.

Advantages of in-house application of smulation

Most architects stated that external consultants would not respond in the required time
scale. Commonly expressed views were also that the application of simulation by architects
enhances their understanding of energy and environmental issues. One architect stressed that
in order to successfully incorporate smulation into the design process it is necessary to have
the facilities in-house, e.g. as acommon basis for designers to discuss project work.

Future deployment of smulation in the congtruction industry

When asked about their view on the future deployment of simulation in the construction
industry al except one designers stated that they were convinced or very convinced that
simulation will a some point find a gandard application as an EEDDSS. Time predictions
were however not consistent and varied from 5 years because the tool is a necessity to ‘a
long time' because the construction industry is duggish.

The building services engineer also emphasi sed the increased demand on the energy and
environmental performance of a building design by the new Building Regulations. This
means that the architects will have to take responsibility for design aspects that are currently
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dealt with by building services engineers. This could potentialy support the application of
building smulation by architects even at later building design stages.

Problemswith simulation

Two architects stated that they would prefer more detail in the modelling exercise. One
gave the example of sdar control at the facade of a hospital building which would affect
rooms differently because they have very different usage functions and hence varying
occupancy dengities, internal heat gains, etc. The architect said that this should be reflected
in the model. It isinteresting that the same architect also stated that a simulation tool should
provide responses to a design evauation within 30 minutes (including QA). However, he
was also generally very supportive to the idea of using ssmulation in the design process. The
statement points out that the designer had recognised the level of detail with which
simulation carries out an evaluation, but that he aso sees requirements for further
developments to fully integrate it into the design process.

7.4.3 Gereral commentsin the survey

The survey was carried out in the early days of the application of advanced ssmulation
by architects. As a consequence of this, for some issues, final conclusions could not be
drawn. However, in genera the survey showed that the research undertaken had enabled the
application of building simulation at an early building design stage.

7.5 Feedback from building smulation consultant about data mining

Two consultants running building simulation consultancy companies (Catherine
Simpson of Building Simulation Ltd and Mike Whalley of Building Performance Ltd)
reviewed a report with the data mining exercises described in this thesis. One of them had
also provided the model that formed the basis of the case study described in chapter 5 the
other was familiar with the exercise.

Both saw data mining as a useful tool for the analysis of simulation exercises (one of
them naming it an invaluable contribution to the building smulation industry). They
stressed that the tool will save the experienced modeller a significant amount of time because
it would remove the need for much manua analysis and alow efforts to be focused on
solving building performance problems rather than their identification.

One consultant made clear that for inexperienced users data mining would be a useful
tool that should shorten the analysis learning curve and enable them to gain experience more

quickly. However, she aso stated that the novice would still need to know what questions to
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ask and what variables to include in the analysis process. Although this can be seen as a
disadvantage of design assistant DDSS it was said in section 5.2.2 that this approach has the
significant benefit that it gives the designer insight into the behaviour of a design problem
and also helps build up knowledge which can be utilised in later design projects.

Data mining was seen as a tool which provides the opportunity for a wider investigation,
hence obtaining more information from a simulation exercise. Both consultants aso
emphasised that in many cases a‘commercia’ approach for a smulation study is to identify
problems with the building performance — investigating the problem is not feasible because it
istoo time consuming. If data mining became standard practice this situation could change.

Despite the positive feedback regarding the use of data mining for the anaysis of
performance predictions obtained from a simulation exercise both consultants also stressed
that additional simulation runs may need to be performed to test conclusions drawn from the
data mining study — the tool points the user in the right direction but knowledge obtained
might not be conclusive.

After being introduced to the tool both building simulation consultants expressed
interest in using data mining on their projects and have expressed interest in using data

mining analysis for the examination of simulation exercises they are working on.

7.6 Closing remarks

The first part of this chapter described three case studies. Two of them showed how the
application of building simulation at early building design stages can support the decision
making of the building designer. The third one showed how simulation can be applied in a
structured way throughout the building design process.

The second part of the chapter described findings from asurvey of designers who were
involved in simulation exercises. The survey showed that the ODS-Interface had enabled
non-simulation experts to create a ssmulation model and also highlighted the importance of a
performance analysis in a manner suitable for architects. Both architects and the building
services engineer saw simulation as a tool that can help bridge the gap between the two
professions, but the issue of responsibility for the energy and environmental performance of
a huilding arose. Hands-on experience was the most quoted benefit of the application of
simulation by architects.

The fina section summarised feedback given by two building ssmulation consultants
about the applicability of data mining for the analysis for simulation models. Both indicated
that the tool will speed up the analysis process and support the designer in solving

213



performance problems but will aso help inexperienced users to shorten their learning curve.
Both now use data mining analysis on their simulation projects.
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CHAPTER 8

CONCLUSIONS AND FUTURE WORK

8.1 Introduction
Early in this thesis it was indicated that the complex and multi-objective contemporary
building design process has advanced the development and use of design decision support
systems (DDSS). By not using such tools during the design process can result in poor design
quality because the designer is unaware of the performance implications of design choices. It
was also observed that energy and environmental considerations are currently given only
limited attention in the contemporary building design process, but reasons were also
identified why this situation might change in the near future. A review of different energy
and environmental DDSS (EEDDSS) then identified dynamic building smulation as the
most appropriate tool to address these desigh considerations. It was, however, aso stated that
simulation does not find regular application in the building design process, partly because
the programs have not been developed to a degree required by building designers. Although
the tools now have impressive capabilities in terms of the simulation tasks that they can carry
out, a number of barriers remain which restrict the use of such tools by designers: the relative
lack of regard for the importance of energy efficiency; the lack of a structure for the
incluson of simulation in the design process, complex user functiondlities; limited
performance prediction analysis and issues connected with uncertainty and validation. This
resulted in the development of the research aim of moving dynamic building simulation into
aDDSS that is better integrated into the building design process, in order to enable designers
to better understand implications of design decisions on the energy and environmental
performance of a building, particularly at the early design stages. This should lead to more
informed decision making.
The steps necessary to achieve the research am were specified with the following

objectives.

Development of a methodology for the use of smulation within and throughout the

design process.

Specification and development of atool that enables non-simulation experts to create

adetailed smulation model at early building design stages.

Specification of concepts and techniques for appropriate performance prediction

anayss.
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Implementing and monitoring of the use of simulation at an early building design

dagein an architectural design practice.
Research into the methodology for the use of simulation in the building design process was
carried out for the three simulation types that had been identified as most relevant for the
application in the building design process (thermal, ar flow and lighting smulation). With
regard to the other objectives, the focus was on therma and air flow simulation. Theresearch
into the ssimulation supported design process was carried out in a close, long term working
relation with designers in an architecture company. This had benefits such as a detailed,
focused study of how to best incorporate simulation into the design process and the option to

test developed software more thoroughly.

8.2 Towardstheintegration of building simulation into the building design process

8.2.1 Simulation supported design process (SSDP)

Chapter 2 of this thesis described how efforts over the last decades have resulted in the
development of simulation tools with advanced capabilities. It was however, stated that
currently guidance was missing asto what kind of simulation exercise should be carried out
at different building design stages. Making such a decision without support and/or advice
can be difficult, especialy for non-simulation experts. In order to better integrate simulation
into the building design process it was hence found necessary to develop a concept of how to
utilise simulation at the various building design stages. This was achieved by developing a
specification for a simulation supported design process (SSDP).

The SSDP was developed on the basis of the RIBA (Roya Institute of British
Architects) Design Plan of Work, which is well recognised within the building industry.
From the twelve design stages listed in the RIBA document three were identified as relevant
for the SSDP: (1) Outline Design Stage, (2) Scheme Design Sage and (3) Detailed Design
Stage (see section 3.2). All three were described in the thesis along with a discussion of how
building ssimulation can support decision making in the different phases. It was found that the
application of simulation during the different design stages would differ, with quick
evaluations of fundamental design decisions at early design stages (often carried out by
architects) and detailed technica studies at late design stages, mainly performed by
engineers. This had to be taken into consideration in later periods of the research which
focused on the development of tools and techniques to integrate the SSDP into the building
design process. It was decided that the SSDP should conf orm to the following specifications:

it should alow the evaluation of al common design parameters of interest to the designer, be
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flexible for future extensions and provide user interfaces that will be accepted by designers
but which maintain good levels of accuracy.

The implementation concept for the SSDP which was chosen in response to the
specification was to use the same advanced simulation engine (ESP-r [ESRU 2002)),
throughout the design process, but with interfaces and performance analysis methods tailored
towards the requirements of the different design phases. The ESP-r system offers an
extensive number of simulation capabilities; the software has aso been developed in a
manner that alows its extenson with additional smulation functions and it has been
validated in several exercises.

It was highlighted that some publications propose the use of entirely different smulation
tools at the various design stages. However, this approach was discarded in favour of the
advantages of the approach selected for the SSDP. One of these advantages was the fact that
performance predictions are based on the same simulation engine, hence performance
prediction differences will only be caused by variations in the ssmulation models and not by
the use of different simulation engines. It was also made clear that any future enhancements
of the simulation engine would benefit all design parties. Another advantage was the fact that
by using the latter approach, simulation models can be exchanged between different design
parties. By doing so, smulation can play an important role in bridging the gap between
architects and building services engineers, encouraging a design process where architects and
engineers design jointly and benefit from each others knowledge, therefore improving the
decison making of the designers and thus the quality of the fina building design. This
benefit was also underlined in a survey carried out among designers using simulation on
design projects who stated that they see it as a useful tool to bridge this gap. In the case of
the architecture company where the OD S Interface was implemented the use of the software
resulted in the initiation of close working collaborations with three building services
engineering companies.

The development of the SSDP also included research into design parameters to be
evaluated at the various design stages. Design parameters that were included were selected
under the following conditions. (1) parameters that the designer wishes to evauate; (2)
parameters with important implications that the designer should be aware of, and (3)
parameters that are cost effective and that are established in the built environment. The
specifications were made with the aim of making the SSDP applicable in a conventional
design situation. The outcome of the research was also compared with two other design
published parameter classifications and an acceptable agreement was observed.
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8.2.2 Simulation modé creation at the Outline Design Stage

It isbelieved that the integration of simulation into the design process requires the
devdlopment of simulation tools that are adapted to the design process and not vice versa
(see section 2.5.2). However, user functions of advanced smulation programs are too
complex for a non-smulation expert and nonfrequent user. In response to these
observations, research was carried out into an ODS Interface that enables architectsto create
detailed simulation models at the Outline Design Stage. This research was covered in chapter
4 of the thesis.

The ODS Interface utilises a Database Management System (DBMYS) in order to support
the various data processing functions that need to be carried out within an advanced
simulation program. The use of query functions as well as an increased transparency of the
data structure were identified as valuable benefits from the use of a DBMS. The data model
that was developed for the ODS Interface had a clear separation of Design Option data
(geometry related data) and Design Version data (attribution data for a geometry) as well as
Support Databases. A comparison with other data models concluded that the ODS Interface
data model was mainly developed for the support of the application of simulation at early
building design stages.

The ODS Interface utilises the CAD tool currently used in the test bed practice for the
specification of the simulation model geometry, allowing the application of advanced user
functions and visua displays that such tools provide. In addition, it enables designers to use
existing drawings as a template for the specification of smulation model geometries,
reducing time requirements to create a model and lessening the risk of input errors. The
CAD drawing is aso used by the ODS Interface to indicate zones or surfaces during the
model attribution process. It was concluded that &l this links ssimulation closely to a standard
design tool and hence embodies it into the standard work of architects. The importance of
being able to use CAD in conjunction with building smulation was later underlined by
architects who used the ODS Interface on design projects and confirmed the above described
benefits as very relevant.

The guided input procedure which assists the designer in the specification of a
simulation model is another important element of the ODS Interface. The user is guided
through the various steps involved in the creation of a model and hence needs not be
concerned about tasks that need to be carried out when creating a model or how to navigate
through the software to accomplish them. Ancther element of the ODS Interface is the
Support Databases which speed up the model creation process and reduce the risk of input
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errors because many data items are automatically attributed by the software rather than
manually by the user (e.g. operational or control data is not specified by the user but
underlies a zone function type the user selects). Architects who used the program rated both
the guided input procedure and the Support Databases as important elements of the ODS
Interface. Some designers did express interest in an active involvement in the population of
the Support Databases - others stated they would prefer this task to be carried out by a
simulation expert. It was concluded that a longer-term application of the ODSInterface
would be required to devel op appropriate means to populate the databases.

8.2.3 Analysisof performance prediction

Chapter 5 described research into the anaysis of performance predictions. Firstly it
discussed energy flows and parameter removal as causal analysis techniques for discovering
reasons behind a certain building performance. It was found that both approaches had
advantages but also limitations. It was concluded that for early design stage applications
energy flow analysis could provide useful information for the designer. Design guiding
analysis techniques were then introduced and discussed. These dedl with the investigation of
different design options that can be applied to resolve a performance problem. It was
concluded that the design assistant and the design automation philosophy define outer
boundaries of this analysis approach. The design assistant approach was favoured because in
addition to the development of a design solution with a good energy and environmental
performance it aso provided the designer with insight into the building behaviour. During
the process of creating different simulation models using the method the designer is able to
built up knowledge regarding what design parameters affect the building performance, and
this information can be useful when putting it into the overall design decison making
process for a building (e.g. smaller windows are crucia to summer comfort and should be
maintained in the building design). In addition, such a deeper understanding help the
designer build up knowledge which can be utilised in future design projects.

The concept of an expanded Integrated Performance View (1PV) for the Outline Design
Stage was introduced. It includes benchmark figures for a building type, whole building
energy consumption figures and explanations of performance predictions obtained, which
can be applied in combination with an energy flow anaysis. Architects in the test bed
company who later used simulation on projects emphasised the need to be provided with
such additional information and suggested additional information option.
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Data mining was then introduced as a novel method for the analysis of performance
predictions obtained from a simulation exercise. The aim was to enhance at the Detailed
Design Stage the analysis of large data sets that are obtained from simulations covering
longer evaluation periods. In difference to the expanded IPV data mining is seen as atool to
allow designersto interactively explore these data sets— it does not aim to be tool to produce
performance prediction displays to be presented to clients.

Different data mining philosophies and techniques were explored, resulting in the
identification of three different techniques potentially appropriate for the use in conjunction
with building smulation: association mining, clustering and classification mining. The
functionalities of al three tools were illustrated and further evaluated with a smple case
study. From this exercise it was concluded that clustering is most suitable for the analysis of
performance predictions obtained from a simulation exercise.

In a cluster analysis the data is grouped with the am of placing data instances in
segments (clusters) in away that maximises the similarity between instances of one segment
and minimises the smilarity between the instances of different segments. With the clustering
software evaluated it was possible for the designer to specify for this grouping active and
supplementary variables. The clusters created are based on the active variables, but by
determining the chi-square value possible correlations between active and supplementary
variables can aso be identified. This gives an understanding of how far supplementary
variables influence the behaviour of active variables. It was stressed, however, that the
relevance of any identified correlation would still need to be verified. A final advantage of
cluster analysis was the fact that it uses a comprehensive data display in a format the
designer is dready familiar with (frequency binning), so despite the fact that the tool
introduces additional elements to the anaysis process it is not too removed from a
conventional analysis process. This was found to be one of the disadvantages of association
mining and classification mining.

Two more complex case studies then illustrated how clustering can be used in
conjunction with simulation. A genera discussion of data mining stated that the tool does not
automatically determine al the knowledge that is embedded in alarge dataset but follows the
design assistant approach with the designer having the control over the evaluation process
and decision making.

It was adso highlighted that a mgor barrier for the application of data mining in
conjunction with simulation is the tedious data transfer between the simulation software and
data mining tool (although once this task has been accomplished data mining is a tool that

220



can be operated quickly and interactively). However, an increased application of data mining
could free up development resources and increase its usefulness in the building design
process.

8.2.4 The implementation of simulation

Chapter 6 first illustrated how research contributions described in previous chapters can
be used to provide the integra application of building ssmulation throughout the building
design process. It then discussed practical implication issues with a specia focus on the use
of simulation by architects. Differenceswere observed for the model geometry definition and
attribution as well as database population at early and late building design stages. In terms of
QA it was emphasised that only the combined application of verification and validation can
ensure decison making that is based on appropriate performance predictions. It was then
shown how validation and verification are supported by a documentation of the model,
management procedures and training.

8.2.5 Application, implementation and feedback from designers

Chapter 7 demonstrated how the developments were brought together to facilitate the
key objective of thisthesis: the integration of smulation into the building design process. It
firstly described three different case studies. The first two showed for a prison and an office
building how the application of simulation can enhance the understanding by the designer of
energy and environmental implications of early stage design decisions and can provide
information that would not have been available without the application of simulation. In the
case of the prison study this was due to the fact that easy to use computerised EEDDSS
normally do not provide the option to evaluate the energy and environmental performance of
such a building type. For the office, simulation showed that building behaviour differed from
that suggested by best practice advice. It was aso shown that design concepts promoted as
improving energy performance within the building regulations do not always reduce the
building energy consumption.

The third case study illustrated the SSDP — a structured application of the same
simulation tool throughout the design process, with simulation exercises tailored towards the
requirements of the various building design stages. It aso illustrated how the smulation
mode could be passed from one simulation tool to another during the design process and
during the process, could be refined over time. The case study also showed the usefulness of
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data mining for the analysis of air flow networks, where boundary conditions constantly
change and the system has a quick response time to these changes

In the second part of the chapter findings from a survey of designers who were involved
in the use of simulation as part of the early stage architectural design process were discussed.
It was concluded that the development of the ODS Interface had resulted in a tool that
enables non-simulation experts to carry out a simulation exercise as part of a design project
at the Outline Design Stage. Interestingly, the users of the ODS Interface had no problemsin
operating the program but found the definition of the smulation model with the CAD tool
dightly more challenging. All of the users said that the main difficulty when gpecifying
model geometry is the fact that the drawing has to be 100% accurate, which contradicts the
normal concept of a 3D drawing where the model only needs to be accurate enough to give a
good visua appearance. All users of the ODS Interface highlighted the importance of being
ableto usea CAD tool.

QA was recognised by all designers as an important issue when applying simulation at
early building design states. Most architects stated that despite the fact that architects carry
out the smulation exercise, the responsibility for the accuracy of performance predictions
obtained from a simulation exercise as well as the energy and environmental performance of
abuilding should remain with the building services engineer. It was concluded that the future
application of smulation will need to show to what extent building services engineers would
be willing to agree to such an arrangement.

When asked for their opinion about benefits when architects use smulation in-house
rather than commissioning external consultants, a commonly expressed view was that
architects get hands-on experience with energy and environmental design issues. This
acknowledges benefits from the fact that the ODS Interface follows the design assistant
philosophy.

With respect to the applicability of data mining for the analysis of simulation models
two building simulation consultants stressed that the tool speeds up the analysis process and
endbles the designer to focus on solving performance problems rather than their
identification. This could move smulation away from an often applied ‘commercia’
approach where the main objective is the identification of performance problems. In addition
they both agreed that data mining could aso help inexperienced users to shorten their
learning curve. Both consultants have expressed interest in using data mining analysis for
their simulation projects.
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8.2.6 Comparison with other research to integrate smulation into design process

During the research two other initiatives were identified that aim to integrate building
simulation into the building design process: the Scottish Energy Systems Group (SESG) and
“Solaroptimierte Gebaude mit minimialem Energiebedarf” (Solar optimised buildings with
minimum energy consumption) in Germany.

The former was identified as potentially more appropriate to achieve recognition among
designers regarding the value smulation can bring to the building design process because it
presents simulation as a design tool that can make contributions to any type of design
project, whereas the German project relates ssmulation specifically to highly energy efficient
building design. In addition the SESG aso tries to utilise experience gained from its work
with genera practitioners for the enhancement of simulation tools.

The research described in this thesis applied a similar practice-orientated approach as
the SESG. With respect to the development of the SSDP and ssimulation capabilities for the
Outline Design Stage, the author worked closely and over along period with architects,
alowing the development of concepts and tools as well as their implementation and
gathering of feedback in a more detailed manner than would be possible with short term
working relations as in the SESG project.

8.3 New knowledge

The following lists the main new knowledge generated during the research:
A clear exposition of how simulation should fit into the building design process.
The implementation and testing, through case studies, of the structured approach
within adesign practice, particularly focused on the early design stage.
The development of an interface that facilitates the use of an advanced simulation
program by non-experts at an early building design stage, linking to state-of -the-art
CAD and DBMS software.
The evauation of data mining as a novel concept for the analysis of building
performance prediction.
Discussion of practical aspects regarding the application of ssimulation at an early
building design stage by architects.
Feedback from architects about the in-house application of smulation at an early
building design stage within an architecture practice as well as from engineers about
the potentia use of data mining in conjunction with simulation.
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Case studies that show the relevance of applying ssimulation (a) at an early building
design stage and (b) in a structured manner throughout the building design process.
The main contribution is in the eyes of the author the fact that the research described in

this thesis was carried out in close collaboration with practitioners.

8.4 Future work

The research described in this thesis has provided the platform for future research for the
further integration of simulation into the building design process. Although the work
documented in this thesis represents a contribution towards this ultimate aim additional work

remains, some of which is outlined in the following.

8.4.1 Test of simulation methodology in other design practices

The SSDP described in chapter 3 is based on research within one architecture company.
Advantages of such a research environment were described earlier (section 1.7). However,
the concept should ideally also be tested in other design practices. This comparison could
happen on a national level, but aso on an international basis, e.g. in other European
countries. This would reveal what aspects influence the way simulation would have to be
applied in the building design process. Possible issues could range from differences in
boundary conditions that influence the design (e.g. climatic conditions where the building
will be located could affect some of the parameters investigated) to expectations of clients
from a building design (e.g. maximum construction cost, expected performance from the
building). Another relevant point is that it could be, for example, considerably more
complicated to encourage designers to use simulation if they are not familiar with the use of
CAD systems.

8.4.2 Internet or Intranet based simulation software

The ODS Interface developed as part of this research uilises a DBMS. This makes it
easier to integrate simulation into Internet- or Intranet based software tools. In terms of
system configuration different setups are possible for such a development, ranging from all
the functions being carried out on a central server to certain actions being taken by locally
installed software components.

Data access in these tools could also be controlled on different levels. One option would
be that a user can attribute predefined geometries. Simulation exercises would, however, be
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more flexible if it was also possible for the user to specify geometries. Other intermediate
solutions would also be possible.

With the current developments in the working environment of building designersit is
likely that Internet or Intranet based applications will at some point be necessary to utilise
simulation programs in the building design process. Internet and Intranet are becoming more
used to connect offices located in different parts of the country and to enable staff to work
from home [Mahdavi et a 1999]. In addition it could aso link the users of a simulation
program to the operator of the tool, hence enhancing support options that can be provided to
the user.

8.4.3 Softwaretool for the Scheme Design Stage

Currently the SSDP utilises the fully functional ESP-r interface and the ESP-r analysis
tool at the Scheme Design Stage. In asimilar way to the software tool that was developed for
the Outline Design Stage (ODS-Interface), the efficient application of simulation at the
Scheme Design Stage would also best be achieved with the development of tools and
functionalities tailored towards the regquirements of the Scheme Design Stage. These
programs could aso utilise software components of the ODS-Interface, such as theDBMS
program and the CAD link.

Specifications for a SDSInterface and performance predictions analysis tool for this
design stage were described in this thesis. One aspect was the increased relevance of lighting
considerations in this design stage. This would make it beneficial to have closer links
between thermal smulation and lighting simulation (although links would of course bring
benefits at any design stage). Another aspect was the fact that simulation exercises typical
for the Scheme Design Stage are currently mainly carried out by simulation experts. It would
be desirable if architects could also carry out these exercises since the information gained
from the performance predctions often affect aesthetic considerations (e.g. window
dimensions).

When applying a SSDP at the Scheme Design Stage a simulation exercise would often
be carried out with the aim of optimising a space or solving a performance problem
identified. With potentially a considerable number of design parameters being appropriate to
address such issues the number of Design Versions produced can be considerable. Data
mining could possibly support the designer in this comparative analysis. An evaluation
would need to be undertaken of its usefulness at the Scheme Design Stage. Of benefit could
be the fact that data mining can carry out a combined assessment of both categorical and
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continuous data. Examples for categorical data definitions to use in an analysis are control
schemes for blinds and ventilation strategies. The option of such a data definition would be
useful when analysing a data set that contains performance predictions from different Design
Versions.

8.4.4 Further CAD developments
Restrictions and limitations by CAD tools till impose problems on a designer who

wants to use them to specify the geometry of a simulation model. Examples are:
When using a CAD software to specify a simulation model designers can still
not use the tool as pragmatic as they normally do but need to follow a number of
conventions (Section 6.3.3 has outlined some of the issues and resulting QA
requirements).
It is not possible to re-import a model geometry definition into a CAD tool once
it has been imported by a smulation tool and attribution of the model has
commenced.

However, section 7.4.1 has also emphasised the importance designer give to the fact of being

able to use a CAD tool for the specification of a model geometry. Therefore research and

developments should be carried out to remove the above stated limitations of the tool.

8.45 Lifecyclecosting and embodied ener gy

It was indicated in the specification for the ODS Interface that the software should be
structured in a way that makes it possible to link the software tool to other design aspects.
Life cycle costing was identified as particularly useful because it relates energy savings
predicted from a simulation run to issues such as the additional initia investment cogt,
payback periods, etc. The integration of these functions into a smulation program is again
supported by the fact that the ODS-Interface uses a DBMS and that simulation models are
based on the concept of zones and surfaces — entities that are required to undertake costing
exercises. Cost data is available in an electronic database format for construction cost [Spon
2002]; other databases also cover life cycle data of buildings [Spon 1999].

In addition to the life cycle cost the analysis could aso address embodied energy of a
building. Research currently underway in both the fields of life cycle costing and embodied
energy will potentially be implemented into the ODS Interface (the research is carried out by
Hobbs [2002]).
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8.4.6 Compar ative analysis of Design Options/Versions

Predictions obtained from a simulation exercise will often be evaluated in a comparative
analysis of different Design Options and/or Design Versions. Research into how to support
such analysis is underway without yet having been implemented into simulation programs.
Examples are global performance predictors that combine aspects such as cost, comfort and
energy consumption, or a more differentiated assessment by applying methods such as fuzzy
logic [Witlox et a 1997]. Examples for other approaches are described in Doggart [1995],
Mahdavi et al [1998], de Hoog et a [1998], Bax et a [2000]. Thiswould alow the high level
comparative analysis of different building designs, which could then be supported by more

in depth analysis functions such as these introduced in this thess.

8.4.7 Uncertainty of input data

Uncertainty was identified in chapter 2 as another barrier for the application of simulation
within the building design process. Such an analysis could be carried out in a manner as
described by Macdonad [2002], who has implemented uncertainty analysis techniques into
the fully functiona ESP-r interface. Further research is however necessary to enable the

routine application of uncertainly analysis as part of a smulation exercise.

8.5 Per spective

During the survey among designers who used simulation on design projects all but one
participant stated that they are convinced that simulation will at some point be a routinely
applied DDSS to address energy and environmental issues in the building design process
(however, predictions of when it would occur varied significantly).

With the research described in this thesis a contribution has been made towards the
accomplishment of such a design situation. However, additional developments as described
above are needed to further support this process. It is envisaged that developments over time
will result in simulation tools that have the characteristics of 4" generation tools as described
in chapter 2, alowing a quick and easy model definition that will be generally applied in the
building design process.
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APPENDIX 1

THE ODSINTERFACE DATA MODEL

This Appendix explains the ODS-Interface Data Model. Figure A.1.1 displays the different
entities of the data model and their relationships (boxes representing Support Databases are
bordered by a double line). On the following pages a description of the different entities is

given.
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Figure A.1.1: The different entities of the data model and their relationships
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Entity: Building type

The entity building type is required to control the provision of appropriate zone function
Support Databases during the Design Version attribution process. It is also used to control
the use of the correct ESP-r control file when the simulation model of a Design Version is
created.

Attribute Name Attribute Attribute Description
Variable Type
ID AutoNumber Unigue identification number for every instance.
Name Text Name of building type.
ControlFileName Text Name of ESP-r control file to be used with this Building
Type.

Entity: Siteexposure
The sde exposure (a data specification required in every ESP-r model) is specified in ESP-r
format but also with an extended text to be displayed by the ODS Interface.

Attribute Name Attribute Attribute Description
Variable Type
ID AutoNumber Unique identification number for every instance.
ESPrName Text Name of side exposure asit appearsin the ESP-r model.
FormName Text Name of side exposure asit appearsin the ODS-Interface.

Entity: Building location
Associated with each building location are the longitude and latitude and the climate set
which isto be used in a smulation run.

Attribute Name Attribute Attribute Description
Variable Type

ID AutoNumber Unigue identification number for every instance.

Name Text Name of building location.

Longitude Number Longitude of building location.

Latitude Number L atitude of building location.

Entity: Design Option
Apart from documentation attributes the entity contains for each Design Option data about
the project it is associated with, general information taken from Support Databases (building

type, building location, site exposure) and factors for zone scaling.

Attribute Name Attribute Attribute Description
Variable Type
ID AutoNumber Unigue identification number for every instance.
Name Text Name of Design Option.
ShortName Text Short name of Design Option (used by ESP-r).
Memo Text Memo of Design Option (more detailed information, e.g.
for reports).
Project Text Project the Design Option is associated with.
BuildingTypelD Number Building Type (foreign key from entity “building type”).
BuildingLocationID | Number Building Location (foreign key from entity “building
location”).
SiteExposurel D Number Site Exposure (foreign key from entity “site exposure”).
Scaling A Number Scaling for zone group A.
Scaling B Number Scaling for zone group B.
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Entity: Zone

Apart from documentation attributes the entity contains for each zone instance data about the
Design Option it is associated with, its surface number and its zone scaling factor.

Attribute Name Attribute Attribute Description
Variable Type

ID AutoNumber Unigue identification number for every instance.

DesignOptionlD Number Design Option the zone is associated with (foreign key
from entity “Design Option”).

Name Text Name of the zone.

Description Text Description of zone (more detailed information, e.g. for
reports).

CountSurfaces Number Number of surfaces in a zone (required to create ESP-r
connectionfile).

ZoneScaling Number Scaling factor the zone is related to.

Entity: Surface

Apart from its name each surface instance contains information about the zone it is related
to, its tilt and environmental conditions on the other side and the number of vertices it

comprises.
Attribute Name Attribute Attribute Description
Variable Type

ID AutoNumber Unique identification number for every instance.

ZonelD Number Zone the surface is related to (foreign key from “entity
zone”).

Name Text Name of the surface.

Tilt Text Tilt of surface (required for automatic attribution of
surfaces with constructions).

Environment Number Environmental conditions on the other side of surface
(required for automatic attribution of surfaces with
constructions).

CountV ertices Number Number of verticesin asurface.

Entity: Materials

Materia definition includes a name, an associated materia group and thermal properties.

Attribute Name Attribute Attribute Description
Variable Type

ID AutoNumber Unique identification number for every instance.

Material Group Text Group the material is associated with (e.g. concrete, brick
etc.). This is used for a pre-selection when associating a
material with a construction layer.

ESPName Text Name of construction (same asin ESP-r).

Conductivity Number Conductivity is required to calculate the Uvalue of a
construction.

Density Number Density - kept for documentation.

SpecificHeat Number Specific heat - kept for documentation.

Emissivity Number Emissivity - kept for documentation.

SolarAbsorption Number Solar absorption - kept for documentation.

DiffuseResistance | Number Diffuseresistance - kept for documentation.
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Entity: Construction
Apart from documentation attributes the entity contains for each congtruction instance the
overal construction layer number, data for each layer, optical properties and data to utilise
the support database in the ODS Interface and with the full ESP-r system (construction type,
ESP-r code, ESP-r page).

Attribute Name Attribute Attribute Description
Variable Type

ID AutoNumber Unigue identification number for every instance.

FormName Text Name of construction asit appearsin ESP-r.

ESPrName Text Name of construction asit appearsin the ODS-Interface.

ConType Text Type of construction (fagcade, sloped roof, etc). Used to
control the provision of appropriate constructions during
attribution process.

ESPrCode Text Letter associated with construction in full ESP-r system
(required to create scripts to attribute constructions to the
thermal model using the full ESP-r system).

ESPrPage Number Page number associated with construction in full ESP-r
system (required to create scripts to attribute constructions
to the thermal model using the full ESP-r system).

Type Text Type — opague or transparent.

Optical Property Text Name of optical property set of construction.

LayerNumber Number Number of layersin construction.

For each layer: Number For each layer: material type.

Material

For each layer: Number For each layer: thickness.

Thickness

Entity: Zone function type
For each zone function type documentation attributes are provided along with ESP-r specific
data required to attribute it to the thermal model. The attributes ‘building type’ and ‘zone
function data’ control the provision of appropriate data during the model attribution process.

Attribute Name Attribute Attribute Description
Variable Type

ID AutoNumber Unique identification number for every instance.

Name Text Name of zone function type.

OperationFile Text ESP-r operation file associated with zone function type.

ControlVaue Number Control file value (function number) associated with zone
function type.

BuildingType Number Building type associated with zone function type. Used to
control the provision of appropriate instances during
attribution process.

ZoneFunction Text Zone is used as a pre-select before the specification of the
zone function type (e.g. treatment room).

ZoneFunctionType | Text Zone function type (e.g. treatment room with night time
cooling, high internal heat gains, etc).

Memo Text Description of zone function type.

OperationFileText | Text Text of ESP-r operation file associated with zone function

type.
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Entity: Design Version

Apart from documentation attributes the entity contains for each Design Version information
about the Design Option it is related to, its orientation and findings from the simulation
exercise.

Attribute Name Attribute Attribute Description
Variable Type

ID AutoNumber Unigue identification number for every instance.

DesignOptionl D Number Design Option the Design Version is related to (foreign
key from entity “Design Option”).

Name Text Name of Design Version.

ShortName Text Short name of Design Version (used by ESP-r).

Memo Text Memo of Design Version (more detailed information, e.g.
for reports).

Orientation Number Orientation of building in Design Version.

ResultsMemo Text Memo of findings from simulation exercise.

Entity: General construction
The general construction specifies for each Design Version instance the constructions that

are automatically attributed to the different surfaces (after that the user can locally specify a
different construction).

Attribute Name Attribute Attribute Description
Variable Type

DesignVersionlD Number Design Version the general construction definition is
related to.

Facadel D Number General fagade construction (foreign key from entity
“construction”).

SlopedRoofID Number General sloped roof construction (foreign key from
entity “construction”).

FlatRoofID Number General flat roof construction (foreign key from entity
“construction”).

Partitions| D Number General partition construction (foreign key from entity
“construction”).

FloorCeilingConstrID | Number General floor ceiling (intermediate floor) construction
(foreign key from entity “construction”).

GroundFloorID Number General ground floor construction (foreign key from
entity “construction”).

Entity: General window data
The general window data specifies the constructions that are automatically attributed to each

externa vertica surface (after that the user can locally specify a different glass type or
facade percentage but cannot change the frame properties).

Attribute Name Attribute Attribute Description
Variable Type

DesignVersionlD Number Design Version the general window data definition is
related to.

Glazing TypelD Number Glazing type to be used for a window (foreign key from
entity “construction”).

PercentageOfFacade | Number Area percentage of fagade the window covers.

FrameY esNo Boolean Specification if window frame has been considered.

FrameTypel D Number Frame used for a window (foreign key from entity
“construction”).

FramePercOfWindow | Number Area percentage of window the frame covers.
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Entity: Design Version data

The Design Version data specifies for each surface the construction and window properties.
In the first place the data is populated in logical processes with data from the entity ‘general
Construction’ and ‘general window data’ . After that the user of the program can amend this
definition.

Attribute Name Attribute Attribute Description
Variable Type

DesignVersionlD Number Design Version the Design Version data definition is
related to.

SurfacelD Number Surface the Design Version data is related to (foreign
key from entity “ surface”).

ConstructionlD Number Construction used in Design Version data (foreign key
from entity “ construction”).

Potential Window Boolean Specification if a window can potentially be included

into surface (windows can for QA purposes only be
included into vertical external surfaces).

WindowY esNo Boolean Specification if a window has been included into
surface.

GlazingTypel D Number Glazing type to be used for a window (foreign key from
entity “ construction”).

PercentageOfFacade | Number Area percentage of facade the window covers.

Entity: Zone function data
The zone function data specifies for each zone the zone function type and if a comfort

assessment is going to be carried out.

Attribute Name Attribute Attribute Description
Variable Type

DesignVersionID Number Design Version the zone function data definition is
related to (foreign key from entity “Design Version™).

ZonelD Number Zone the zone function data definition is related to
(foreign key from entity “zone”).

ZoneFunctionTypelD | Number Design Version the zone function data definition is
related to (foreign key from entity “zone function type”).

ComfortYesNo Boolean Specification if a comfort assessment ought to be carried
out for this zone.
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APPENDIX 2

SIMULATION MODEL CREATION WITH THE ODSINTERFACE

This Appendix describes the process of creating Design Options and Design Versions with
the ODS-Interface along with a description of other user functions the program provides.

Main window/Design Option navigator

The window displayed below opens up when the user start the ODS Interface. It displays a
list of al past Design Options created. From here the user can delete an existing Design
Option, create a new one or view the Design Versions of a Design Option. The process of
creating a new Design Option and then Version is described in the following. It is carried out
in sequence as described in the following, but it is also possible to carry out certain task
independently (e.g. creation of aDesign Option based on a Design Version that has been
specified previoudly).

Design Option List

Mame Abbreviate Name:

Project

rar Canary Wharf Office
late  AshfordHBUpdate Ashford Prisan
AsfordHouselock. Asford Prison Prisan
TCNModel sLamM sLam
Altnagelvin Altnagelvin Health Care

View Design Versions
of selected Design
Cption

Configuration Quit

Delete selected
Design Option

General Design Option data

The creation of a new Design Option starts with the specification of its name, related project,
building type (support databases available to the user during the attribution process depend
on the building type of the Design Option), the building location (the climate set used
depends on the location of the building) and the site exposure.
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General Design Option Data
Hame [Fo trerpol Opion T |

Abbreviative Name HSE

Project Name [HSE Liverpool

Design Option
Sety
Sehy

p
Design Yersion
p
Descriptive comment
n

Corstruction and
\wlindows - Global
Buldina Type:  [Office: = [Design Option with Courtyard]

Construction and e =1
Windows - Local Building Lacatian |England
Site Exposure [normeal 2

Building Orientation
Zone Function
Defirtion Confirm
Fiesults Seivp and
Creatio
ERE S

Geometry import

In a second step the user needs to import the geometry files that should be used for the
simulation model. It is possible to import geometry files that have been pre-created (Option
1), in which case the user needs to point to the folder where the files are located. It is dso
possible to create files during the import procedure itself (Option 2). For the later choice the
MicroGDS drawing needs to be open during the import.

Design Option
etup

5
1. Gption 1: Import allready created geametry Fles.
]

Design Version
ctup T

Corstruction and o =
‘windows - Global At FHOCESSIT dabs)

Canstruction and 2. Option 2: Automatically process open MicroGDS drawing.
“windows - Local

Start dat:
e Cre Statprocessing dets |

Zone Function
Defintion

Results Setup and fiEXt>
Creation

Import MicroGDS Geometry

=] Pwskiog
B

g 4 Flopp |
E=
w1
71 S Dot Toooguetbiod

v 8L Rl g
ol b Firat—ace

{3 Gk v

I e
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Connection check

The CAD drawing passes information about zones and surfaces but does not provide data
about surface inclination and connections. Since this data is required later during the
automatic construction attribution process these properties are determined as part of the
geometry import process. In this window the user can check if the data determined from the
drawing is correct (hence an appropriate geometry had been specified). Selected surface
types (here vertical and not connected to another surface) are indicated in the CAD drawing.

Dresi

Connection check

Design Option
etup

5
Dessign Vetsion
Setip

Corsinuction and
Windows - Global Wl iootal connected to another swface
Corsiructian and
Canstuztnand [l <oped and connected ko another surface
Bulding Orintation ] ¥2rticel and not connected to ancther swface [T
Horizontal and not connected to anather surface .,
Zane Function
Definion Sloped and not connicted to another surface

Fiesults Setup and

Creation
cancel next

Check that HLM-esp has detected the correct surface connections by selecting the different
surface kypes - they will then be highiichted in the MicroGDS drawing.

TF the drawing is ok correct cancel the impart, correct the drawing and start the import
again. When the action is canceled HLM-esp wil also delete the Design Yersion,

Vertical and connected to ancther surfacs

Zone scaling
In case the user has specified repetitive sections of the building only once in the moddl it is
possible to define zone scaling factors. Zones indicated to the user are during this process.
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Zone Scaling

Design Option
Setup

Every zone Is related to a scaling Fackor.

Design ersian Define below the scaling Factors for group A and B and the group the difersnt
Setup 2onies relate to,
Corstuction and . il
‘windows - Global [F0ZpL0250F b - Sealing Factar Group & 1
= - [F030L0450F "
onstruction an =
“wfindows - Local [Z04pLOLnOR . Scalng Factor Group B |1
|205pL0Zn0F A -
ST :
= Cr
[Z07pLO4n0F n - [
Zone Function [FoBcLO1_d b - -
- ||

Fiesults Setup and [iExE >
Creation

Zone description

Zone description comments specified in this window can be used for reports or as a
navigation aid for users who open the simulation model with the fully functional ESP-r
interface. This is also the last step involved in the creation of a Design Option. Zones are
indicated to the user during the data specification process.

HSE Liverpool - Oplion 1

Please give for every zone a descriptive comment o ease its idertification,
0. In & report (64 characters maximum)

|zmuLmsuF =

Design Option
Setup
[Forent , perimster zone, Level 1, sauth faring, offics

Design Version
Setup
[202pL0250F
Construction and
\ufindaws - Gliokal [l |[Eone02 , perimeter zone, Level 2, south Facing, office

Canstruction and [z03pL04s0F

“windows - Local

Building Orientai
Zone Function
Defintion
Fiesulls Setup and
Creation

[£04pLO1NOF

|205pL0Zn0OF j
Confirm MEXL>
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Design Version Data
The cregtion of a new Design Version starts with the specification of its name and other

documentation entities.

HSE Liverpoal - Option 1

Design Option H H H
Design Version Information
Hame: [Version 4
Abbreviative Mame |Version: 4
Descriptive comment  160% glazing {no window frame)
Canstn N and
Windo! Local
Building Oriertatior
Confirm
Zone Function
Defintion
Rezults Setup and TExt >
Creation

General constructions

General constructions that are specified in this window are globally attributed to all surfaces
in the model. The attribution follows conventions as set down in the table below. Surfaces
that relate to a specific selection are again indicated in the CAD drawing. When sdlecting a
congtruction the user is also provided with an image of the construction and its U-vaue.

Construction Attributed to

Facade External and vertical surfaces.

Flat roof External and upwards orientated surface.

Pitched roof External and pitched surfaces.

Partition Internal surfacesthat are not upwards or downwards orientated.
Floor/ceiling gonstr. Internal surfacesthat are upwards or downwards orientated.
Ground floors Internal surface that is downwards orientated and not internal.
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General window data specification

In a second global attribution stage the user specifies a general window size, glazing type
and optional window frame properties. This data will be related to al externa, vertica
surfaces (these surfaces are again highlighted in the CAD drawing). Glazing within surfaces
that have other properties (e.g. tilted roofs) needs to be specified as aloca surface definition
(see next window). When sdlecting a construction the user is again provided with an image
of across section of the construction and its U-value.
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General Window Data

Glazing Type Double =

Glazed Percentags of Facade  [e0 | [%]

Design Uptian
Setup
Design Yersion
Setup
Carstuction and
Windaws - Global Consider window frames . |7

Construction and
windows - Local The U-value is Frame Type ':|

Building Orienati
278 WimzK. Percentage of window area %]

Zone Funclion Confirm
Defirtion

Fiesults Setup and o
Creation

Construction and window definition local to a surface
In this part of the model definition the user can make loca changes to individua surfaces.

These changes can be related to:

The construction type of a surface.
The environment on the other side of a surface.
Exclusion or incluson of windows into surfaces or changes of window areas and

glazing type used.

The user specifies a surface by first selecting the zone it is related to and then the surface
itself. Both entities are during this process indicated in the CAD drawing.
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HSE Liverpoal - Option 1

A cross section of the construction

Design Option Select azone
Setup attribution of the current selected
|£13pL03sOF h P —

Select surface by clicking on name: The U-valusis | 5.60 wfmak,

Design Yersion

Setup E
Enviranment . eindow Facade |
R | oo Construction Glass bype | o
Corstruction and Pos | Inc
\wlindows - Global [l [S0rf-3 ] Z17cL03nOF  Ficticious Partition T none 0
— . [Surf-4_| 212pL03swOF PAR, Black N wone 0
ot -Lovel W S ] 203pL04s0F CEIL, Conc, Access floor, suspesil [ T nonE 0
[Burf-& | 202pl02s0F CEIL, Conc, Access floor, Suspeel T [ WOME 0

Canfirm LI
Next >

@ EXTERIOR  CW, fagads, notional, U= 0.35 wm2k ¥ I Double 60
Zone Function I5urF-3 ¢ i
Defintion
Fiesulls Setup and
Creation

Building orientation

The MicroGDS drawing follows the convention that the y-axis defines the north direction.
This is dso indicated in the drawing with a red arrow pointing north. If this is not the
appropriate orientation the building needs to be rotated. The user specifies this in the

interface, which then also resultsin an dteration of the arrow in the CAD drawing.

Design Option
Seup

Design Yersion
Setup

Building Orientation

Here the crientation of the bulding can be altered, The way the
buiding is drawn now the Y-AX15 would define the NORTH direction,
Define & rotation that would make the actus! northern Facade of

the bulding Face in the diraction of the y-fxis.
Carstuction and

Carstuction and
windows - Local
Buiding Orieratian
Zone Funclion
Defirtion
Fiesults Setup and e

Crealion

Define the rotation ands on a deares basis, Postive angles dafine
an AMTICLOCKWISE rotation.

Rotation angle  [45 9] indicate in diawing

Confirm
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T r

Drawing as originally defined

L

T

AN

Drawing after indicating a 45° rotation

Zone function type

Heating and cooling control, ventilation rates and interna heat gains are defined in this
window by specifying a zone function type. The attribution happens for each zone in a two-
step process.

1. Zonefunction (e.g. office space).
2. Zone function type (e.g. 0.5 ac/h in winter and 4.0 ac/h in summer, 12 nf/occupant,

10 W/ n internal heat gains from lighting and 15 W/ nf from equipment).

The zone that is currently subject to the attribution process is highlighted in the CAD
drawing.
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Design Option
Setup

Design Yersion
Setup

Construction and
‘windows - Global

Construction and
“indows - Local

Building Orientation
Zone Function
Defirtion
Fiesults Seivp and
Creation

Comfort zone

HSE Liverpo

Z03pL04s0OF
204pL01n0F
205pLOZNOF
Z06pLOINCF

[Cccuparts

Heating

weekdays

12.5 m2{occupant from
8:00h-18:00h, weekdays

16:00h-21:00h, weekdays
[CIBSE Guide A, 6-51
23 °C from 6:00h-21:00h,

[CIBSE, Guide A, 14,
office, general]

Office, 1.0 achr canst (oce periods), 12.5 m2foce, 10'W eqp, 10W gt |a

Office, 1.0 achr const (oce periods), 12,5 m2/oce, 10'W eap, 10 W light

Cffice, 0.5 achr const (oce periods), 12.5 m2joce,
0.5 12.5

&ap,

10 W lig
ecp, 10

25W ht
25'W i light:

Define & Zone Function
[Office space -

Define a Function Type

0.5 achr win, 0.5 achr sum, 12occ, 108D, 1a
0.5 achr win, 015 achr sum, 12oce, 25eqp, 1
1.0achr win, 1.0 achr sum, 12oce, 10eqp, 1
1.0 achr win, 1.0 achr sum, 1Zacc, 2Seqp, 1
i A 5

Confirm

As a last step in the model definition and as a precursor to producing an Integrated
Performance View (IPV) the user needs to specify the zone(s) which will be the subject of

comfort assessments.

Comfort assessment

Design Uptian
Setup

Design Yersion
Setup

Corstruction and
‘windows - Global

Construction and
“windows - Local
f

Building Orientati
Zone Funclion
Defirtion
Fiesults Setup and
Creation

Performance predictions

Please click on the zone For which you want
to undertake a comfort study:

Eorploancr |
Foscor |
Ericmad |
Fizplozswor |
Eisplozsor |
Eredozneor |

Confirm

o o o

A

MiEXE =

After the user has specified al the relevant data the ODS Interface automatically creates an
atributed ssimulation model, performs a simulation and displays the performance prediction.
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Integrated View (IPV)
Him Design Lid

Project Name

Desian Version Name
HSE Liverpool - Option 1

Design Option Name
Version :

nergy Der v ime
ieaing & Cooling s = oL
T I
s Annual Energy Performance
T Heating 5510 kWhim'2 a
Coolng 000 KWhm2a
H | toning 2882 kwhmrza
NN | s 000 kwhin2 a
5 il 0| smaieL 2882 kwhim2a
o
13 281 357 911131517192 8 13 5 7 911131517 B 2

Total 11274 KWhinr'2 a

Results comments
After viewing the results of the simulation the user can take notes about the main findings

from the analysis. This can then be included in the report of the particular Design Version,

helping to put the simulation into the wider context of the study that was carried out.

Result processing

Design Uptian
Setup
Design Yersion
Setup
Carstuction and
Windaws - Global
Corstuction and
windaws - Lacal
Building Orientation
Zone Funclion
Defirtion
Fiesults Setup and Next
Creation

Comments after viewing results

[Sever overheating problem

I-= Apply higher wentilation rates in summer.

Design Version navigator
After the model creation, simulation and the display of the performance predictions the
Design Version list opens up (this list can aso be accessed from the Main Window that

displays the Design Option list).
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The window offers a number of user functions:
deleteaDesign Version;
copy and edit aDesign Version;
create anew Design Version,
prepare report;
go to Design Option lit;

Design Option
Setup

Design Version
Setup
Consiclion and
\Windows - Global

Corstruction and
Windows - Local

Buiding Orientation
Zone Function
Defirtion
Fiesults Setup and
Crealion

| abbrsvists hame

Yersiond

Copy and edt
selected
Design Yersion

Delete
selected
Design Version

Go to Design
Option List

Create new
Design Version

Frepare Report

Other user functions
In addition to the creation of a smulation model the interface aso supports other functions

such as;

the creation of areport that contains all important information of a Design Version,
the viewing of the different constructions that are available from the support
databases.
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oeinopion - CONStruction List
Setup
abbreviste Name | Type Uvalue =
Fuscel_rev JFioor 118
D“‘%”E}ffp’s'”” Suspended Ceiing Fuscel Ceirg e
Single Eraciz [Glazing 5.4%
Constuetion and - W IRST Tied, ns (200) [reeiTianzon [FoofTiked 018
R.5L, Tiled, Ins (100) | S s FroofTiked 054
Constiuction and [ |25L: Tled | e [RoofTiked 235
“wiindows - Local MRS Comp pan, Ins (500 [RFFPaln [RoofTiked 0.4
Eilcing Oiientation [l /221 Metiondl, U=0.2 W2k [RFFiNo0z FroofTiked 0.20
[ReFiznn [FlatRoof 0.33
—eE [RFFT0 [FlstRoof S
[Brisar ek (Al T (=Hor [RFerrn IR FTired ET) =
[Fesults Setup and
Creation Deleke | View | New | Back |

the specification of new construction types,

ESPRADS_sfrmConstructionD el

Mame Abbreviate Name
IHSE Fagads HSEFacade

umber oflayers Type

Material Graup Material Thickness

IBrick =1 |Outar leaf brk =1 | 100, [mm]
[athers =1 Jar 0.1700.1700.070 7] | 50 [mm]
IInsuIat\on materials = [ |G|asswoo\ =1 | 50 [mm]
[Erick =1} Jinner leaf brk | | 100 [mm]

I 0.54 Wimzk Confirm |

the viewing of zone function types available in the support databases.
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Zone Function Data

Define a Building Type

[Mcb Housing =l [occupants
18 m2foccupant from
Define a Zone Function 18:00h-5:00h, weekdays
and From 0:00h-12:00h and
[Bed sit =1 |1e:00h-20:00h, weekends

[educated quess]
Define a Zone Function Type

[Good hesting control =] [|Heating )
23 °C in accupied periods
during the day,
17 °C in occupied periods
after 23:00h and
no heating in non-occupied

il

Zone Function Type Marne

IEeds\t, good heating control

Operation File for Zone Function Type
[# operations of Dummy defined in: j

l# .. J20nes|LivingAccomondation, opr
Inil_operations # description
[# controlina control of air flawe ), low & high setpainks
0 0.000 0,000 0,000
S # noweekday Flow periods
# wekd: start, stap, infil, ventil, source, data
0, 6, 0.500 0.000 0 0.000
6, & 1.000 0.000 0 0.000
& 18, 0500 0000 O 0,000
16,23, 1.000 0000 O 0,000
23,24, 0500 0000 O O0.000
S # no Saturday Flow periods
[# Sat: start, stap, infil, ventil, source, data
0,9, 0500 0000 0O 0.000 =l

Zane Function Type Contral Murber

Zonkrol Functions for Building Type

[praj crtrl # overall descr
I* Building
Ino descrip # bld descr
15 # Mo, of functions
[* Control function #1
I# senses the temperature of the current zone.
0 0 0 0 #sensordata
[ actuates air point of the current zone
0 0 0 #actuator data
0 # No. day types
1 365 # valid Sat 1 Jan - Sun 31 Dec
3 # Mo, of periods in day
0 1 0,000 #cttype, law (basic contral), start @
. # Mo, of data items
80000.000 0.000 A000.000 0.000 19,000 100.000 0,000

Close
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APPENDIX 3

SIMULATION REPORT CREATED BY ODSINTERFACE

Ths Appendix contains examples of reports which can be created with the ODS Interface (in
the report named HLM-esp) and the full ESP-r system.
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HSE Liverpool

HSE - Option 1

Model with courtyard

Version 1
Model attributed with parameters where a poor

building performance could be expected
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General Construction Definition

Facade Construction

CWw, facade, notional, U = 0.35 Wm2K

Partition

Glass panel

Sloped roof

RSL, Tiled, Ins (200)

Flat roof

CW, roof, notional, U = 0.25 Wm2K

Intermediate floor construction

CEIL, Conc, Access floor, Susp ceil

Ground floor

GND, Conc, Soft fin
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General Window Data Definition

Glazing Type:
Double

Window percentage:

90 % of the facade area are window openings

Frame Type:

Window frames included

-

(No inclusion means windows are 100% glazed)

Window percentage:

0 % of the window composed of framing.

U-Values

Below are the U-Values for the default constructions and the default glazing type:

Note that only constructions are listed for surface types that formed part of the model.

Facade: 0.35 W/m2K.
Sloped Roof: 0.18 W/m2K.
Flat Roof: 0.25 W/m2K.
Glazing: 2.78 W/m2K.

252



Surface Attribution

Z01pL01s  Surf-1 Environment:  EXTERIOR Surface tilt:  VERT
Construction CW, fagade, notional, U = 0.35 Wm2K Window: Double 90 %.
Z01pL01s  Surf-2 Environment: EXTERIOR Surface tilt:  VERT
Construction CW, fagade, notional, U = 0.35 Wm2K Window: Double 90 %.
Z01pL0ls  Surf-3 Environment:  EXTERIOR Surface tilt:  VERT
Construction CW, fagade, notional, U = 0.35 Wm2K Window: Double 90 %.
Z01pL0ls  Surf-4 Environment:  EXTERIOR Surface tilt:  VERT
Construction CW, fagade, notional, U = 0.35 Wm2K Window: Double 90 %.
Z01pL0ls  Surf-5 Environment:  EXTERIOR Surface tilt:  VERT
Construction CW, fagade, notional, U = 0.35 Wm2K Window: Double 90 %.
Z01pL0ls  Surf-6 Environment:  Z08cL01_c Surface tilt:  VERT
Construction  Glass pannel Window: NONE 0 %.
Z01pLO1s  Surf-7 Environment:  Z08cL01_c Surface tilt:  VERT
Construction  Glass pannel Window: NONE 0 %.

This report example only contains data for a few surfaces. With the same pattern are in a complete report surfaces
of all zones documented.

Zone function attribution

Atrium, 0.75 achr constant (occupied periods)

Zones with this attribution Description of zone function

Z08cL01_cl Occupants

20 m2/occupant
9:00h-19:00h weekdays
and saturdays
11:00h-19:00h weekdays
and saturdays

[educated guess]

Ventilation

0.75 air changes/hour
in occupied periods
[educated guess]

This report example only contains data for one zone. With the same pattern are in a complete report all zones
documented.
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Building Orientation

In HLM-esp it is possible to change the orientation of the building.

With the way the building is originally drawn in MicroGDS the
Y-AXIS defines the NORTH direction.

The rotation angle is defined on a degree basis.
Positive angles define an ANTICLOCKWISE rotation.

The building was rotated for this design version by 0 °.

Results Comment

Energy consumption was well below good practice benchmark figures for heating
(91 kWh/m?a).

The resultant temperatures will lead to poor comfort conditions during long periods in
both the atrium and the office space.
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APPENDIX 4

SIMULATION MANAGEMENT PROCEDURES

Ths Appendix contains example pages of the simulation management procedures as

specified during the resesearch.
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Simulation Exercise Request

Al1.1 Simulation Project Record
To befilled in by design project leader and simulation manager

Design project No

Design project name

Client name

If applicable, for examplein
caseof external request

Contact list (name, address, telephone number, email)

E.g. building owner, architect, services director

Name Address Tel No e-mall Company

Expand table using tab if required

Al.2 Purpose of simulation

The following lists simulation exercises that can be carried out with HLM -esp and
design parameters that could be included into an evaluation. For questions regarding
the use of HLM -esp for other purposes please contact the HLM Design simulation
manager.

Tick
required
simulation
The minimizing of heating energy consumption
Congtruction definition (insulation, massing)
Fenestration definition (type and size) ]
Room type (internal heat gains, air change rates and heating
control)
The minimizing of cooling energy performance
- Construction definition (massing)
Fenestration definition (type and size) ]
Orientation
Room type (internal heat gains, air change rates and cooling
control)

250



Tick

required
simulation
Predicting internal (normally summertime) temperatures statistics
- Construction definition (massing)
Fenestration definition (type and size) ]

Orientation
Room type (internal heat gains and air change rates)

Optimization to reduce internal summer temperatures
Construction definition (massing)
Fenestration definition (type and size) ]
Orientation of building
Room type (internal heat gains and air change rates)

The evaluation of natural ventilation strategies
Room type (air change rates) L]

Predlctlng heating plant capacity
Congtruction definition (insulation, massing)
Fenestration definition (type and size) L]

Room type (internal heat gains, air change rates and heating
control)

Predicting cooling plant capacity
Construction definition (massing)
Fenestration definition (type and size) L]
Room type (internal heat gains, air change rates and cooling
control)

The evaluation of different plant control configurations
Room type (control) L]

If uncertain about which exercise to carry out and/or how to specify the design
parameters please contact either the HLM Design simulation manager or building
services director.
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A1.2 (continued)

Please specify purpose of simulation exercise
To befilled in by design project leader

This should include a brief description of the project in terms of the building(s) and key building functions (attach drawings or
specificationsif appropriate). Also provide your own interpretations of the key questions that you attempt to answer using
simulation and if applicable specify which Design Optiong/Design Versions you would intend to create.

A1.3 Memo to HLM Design simulation manager
To befilled in and signed by design project leader

Send Appendix 1— Simulation Exercise Request to inform HLM Design simulation manager about the potential simulation
project

Memo sent by

Al.4 Specification of simulation Design Options and/or Design Version
To be filled in by design project leader, building services director or simulation manager

Design Option [] Design Version [] Tick appropriate selection

Example for Design Option: Assessimpact of atrium on building performance
Examplefor Design Version: Evaluate benefit of high summer ventilation rates on summer comfort

Description

Explainin adescription

Copy this page in case several Design Options and/or Design Versions need to be specified
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Al5 Specification of input time requirements
To be filled in by design project leader, building services director or simulation manager

Simulation manager
Design project leader

In- house simulatior
Quality control leader

General simulation
Quality control leader

CAD manager
Building Services Director
University

Al.6 Specification of costs
To be filled in by design project leader or simulation manager

Design project construction value £

Hours []
Hours [ ]

Hours []

Hours [ ]

Hours []
Hours [ ]

Hours []

Simulation project fee £

Al1l.7 Specification of deadlines
To be filled in by design simulation manager

Date by when ssimulation strategy agreed
Date by when simulation model(s) created

Date by when report produced
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days [ ]

days []

days [ ]

days [ ]
days [ ]

days []




A1.8 General approval

Simulation exercises (outlined in 1.2)

To be signed by design project leader,
building services director or simulation manager

Simulation cost (outlined in 1.4)

To be signed by design project leader

Date for report (outlined in 1.5)

Tobe signed by simulation manager

A1.9 Approval of external request
Sgnin case a smulation exercise is requested from an outside party

Simulation exercises (outlined in 1.2)

To be signed by a director

Al1l.10 Peopleinvolved

To be filled in by simulation manager
Architectural team responsible for co-coordinating the HLM-esp exercise

Simulation manager

Design project leader

Simulator

Quality control

In- house simulation quality control

General simulation quality control
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QUESTIONNAIRES

APPENDIX 5

This Appendix contains the questionnaires that were used to obtain feedback from

users of the ODS-Interface and designers who used performance predictions obtained

from a simulation exercise on design projects.

QUESTIONNAIRE FOR USERS OF THE ODSINTERFACE

1) What are your activitiesin the company (CAD, design, both, etc)

2) How difficult did the user find it to carry out a simulation exercise?

Very difficult Difficult Slightly difficult Not difficult
3) How difficult do you find the operation of ODS-Interface?
Very difficult Difficult Slightly difficult Not difficult

4) How difficult did you find the definition of the model geometry with MicroGDS?

Very difficult

Difficult

Slightly difficult

Not difficult

5) Please give reasons for your choice above

6) Most simulation programs use their own CAD program to define amodel geometry. How important

was for you the option to use MicroGDS for thistask?

Very important

Important

Not really important

Not important at all
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7) Please indicate how important/not important you find different aspects related to the use of
MicroGDS in conjunction with ODS-Interface (rather than using an additional CAD package with

which you would have to define the geometry):

Very important - not important

Familiarity with MicroGDS functions.

Fast data definition because existing drawing is used as atemplate

for the definition of the model geometry.

Improved QA because existing drawing is used as atemplate for the

definition of the model geometry.

8) What are the main differences between how you normally use MicroGDS and the way you have to

apply it to create a model geometry (2D and 3D)?

9) How important do you find the guided input procedure for the ease-of-use of the program?

Very important Important Fairly important Not important

10) How important is (for the ease-of-use of the program) the fact that the software has an in-built
structure of Design Options and Design Versions and also deals with data maintenance and processing

procedure?

Very important Important Fairly important Not important

11) How important is the concept of support databases (rather than having to redefine the datawith
every project) for the ease-of-use of the program?

Very important Important Fairly important Not important

12) What are the main difficulties when using simulation?
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13) Would you also like to be able to define datain the support databases yourself or do you prefer to

leave thisto the system administrator?

Strong preference for
data definition

Preference for data
definition

Less preference for
data definition

No preference for data
definition

14) Please give reasons for your choice above

15) What do you see as important QA implications when using simulation?

16) How relevant is QA in simulation in comparison with other design work you normally carry out?

Much more Morerelevant Equally

relevant

relevant

Lessrelevant Far less Not

relevant comparable

17) How would you compare a simul ation exercise to work you normally carry out?

18) Do you have any other general comments related to the use of simulation in the design process?

QUESTIONNAIRE TO DESIGN TEAM

1) For how long have you worked as an architect?

years

2) For how long have you worked with HLM?

years
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3) What are your activitiesin the company (management, design, etc)

4) Did you know about building simulation before HLM started using it?

Yes

No

5) Did you apply build

Yes

No

ing simulation before HLM started using it?

6) If yesanswer to previous question isyes, how did you apply it?

7) Do you know any other energy and environmental design support tools?

8) How did you so far address energy and environmental issuesin design?

9) Why do you think Architects do generally not use simulation programs themselves?

10) Did you find the performance prediction presentation was appropriate?

Very much

Much

Not realy

Not at all

No opinion

Comments

258




11) How relevant is QA when applying simulation?

Very relevant

Relevant

Not really relevant

Not at all relevant

Comments

12) How relevant is liability when applying simulation?

Very relevant

Relevant

Not really relevant

Not at all relevant

Comments

13) Do you think simulation can bridge the gap towards other practitioners (e.g. M& E)?

Very much

Much

Not really

Not at all

No opinion

Comments

14) What do you think can catalyse the use of simulation within the building design process?

15) Do you think that PFI/PPP projects have been an important vehicle for the integration of building

simulation into the design process?

Very much

Much

Not really

Not at all

No opinion

Comments
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16) What advantages do you see in the in-house application of simulation rather than by external

consultants?

17) Are you convinced that simulation will find a place in the construction industry as a design

support tool ?

Very convinced Convinced Not really

convinced

Not at all

convinced

No opinion

Comments

18) If you think simulation will find a place in the construction industry, what do you think how long

thiswill take?

years.

19) Can you identify any potential problems regarding the use of simulation in the design process?
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