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ABSTRACT

This thesis is concerned with improving the integrity and applicability of building energy man-

agement systems (BEMS) simulation tools.

The present work attempts to overcome certain inadequacies of contemporary simulation appli-
cations with respect to environmental control systems, by developing novel building control systems
modelling schemes. These schemes are then integrated within a state-of-the-art simulation environ-

ment so that they can be employed in practice.

After reviewing the existing techniques and various approaches to control systems design and
appraisal, a taxonomy of building control system entities grouped in terms of logical, temporal and
spatial elements, is presented. This taxonomy is subsequently used to identify the models, algorithms,

and features comprising a comprehensive modelling environment.

Schemes for improving system integrity and applicability are presented based upon a simulation
approach which treats the building fabric and associated plant systems as an integrated dynamic sys-
tem. These schemes facilitate the modelling of advanced BEMS control structure and strategies,
including:

- hierarchical (systems level and zone-level) control systems;

- single input, single output (SISO) and multiple input, multiple output (MIMO) sys-
tems;

- advanced BEMS controller algorithms;

- simulated-assisted control strategies based on advanced simulation time-step con-

trol techniques.

The installation of the developed schemes within a whole building simulation environment,
ESP-r, is also presented. Issues related to verification of the developed schemes are subsequently dis-

cussed.

Users of control system simulation programs are identified and categorised. Typical applica-
tions of the new control modelling features are demonstrated in terms of these user groups. The appli-

cations are based on both research and consultancy projects.

Finally, the future work required to increase the applicability and accuracy of building control
simulation tools is elaborated in terms of the required integration with other technical subsystems and

related computer-aided design tools.
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Chapter 3
THE ESP-r SIMULATION ENVIRONMENT.

The need for control simulation programs has been established (Chapter 1),
and the traditional approaches have been discussed (Chapter 2). It was found that
the main disadvantages and inadequacies of many of the commonly adopted
approaches focus on the issues of integrity and containment. It was argued that
what is required is a simulation program methodology capable of maintaining
integrity of the modelling process of complex practical system, at any required level
of abstraction, in a fully integrated manner and in the transient domain.

This Chapter describes a system which facilitates such an integrated modelling
approach, namely ESP-r. A brief overall review of the system’s capabilities is given,
followed by a description of the theory encapsulation and numerical solution

methods employed.

3.1 INTRODUCTION.

For the purposes of the present work, it was decided to work with a state-of-the-art simulation
program based on a fully integrated approach - namely ESP-r (Environmental Systems Performance,
research version). ESP-r is an energy simulation program which permits an assessment of the
performance of existing or proposed building designs, incorporating traditional and/or advanced
energy feabures. ESP-r uses numerical methods to solve the various equation types (algebraic,
ordinary differential and partial differential) which can be used to represent the heat and mass
balances within buildings. The system is not building type specific and can handle any plant system
as long as the necessary component models are installed in the plant components’ database. The
system offers a way to rigorously analyse the energy performance of a building and its environmental
control systems. For each real-world energy flow-path, ESP-r has a corresponding mathematical

structure.

The numerical engine of ESP-r was researched between 1974 and 1977 when the various
techniques for modelling energy flow in buildings were investigated and compared [Clarke 1977].
This seminal work led to a prototype model which used state-space equations and a numerical
processing scheme to represent all building heat flux exchanges and dynamic interactions. Building
and plant modelling approaches are theoretically compatible. Central to the model is its customised
matrix equation processor which is designed to accommodate variable time-stepping, complex
distributed control and treatment of stiff systems (i.e. systems with a large range of time constants).

The customised matrix processors ensure that all flow-paths evolve simultaneously in order to fully



preserve the important spatial and temporal relationships. Air flow modelling [Cockroft 1979, Hensen
1991 and Negrao 1995] and plant system modelling [McLean 1982, Tang 1985, Hensen 1991, Aasem
1993, Chow, 1995 and Kelly 1997], capabilities have since been refined and extended. Recent
projects include the introduction of adaptive multi-gridding techniques [Nakhi 1995] enabling explicit

modelling of three dimensional phenomena such as thermal bridging and constructional edge effects.

3.2 PROGRAM METHODOLOGY.

ESP-r operates in graphical, interactive modes by menu driven command selection. The system
has a modular structure comprising several interrelated programs, as depicted in Figure 3.1.
Essentially, it is composed of three main modulesPitogect Managerthe Simulatorand theResults

Analyser

Since the quantity and diversity of information required by simulation makes the human-
computer interface especially difficult, a project management poplexists [Hand 1994] which
manages the description of buildings, occupancy schedules, HVAC plant, control systems and related

technical data.

The problem is specified accessing satellite modules, such as on-line databases (climatic
sequences of differing severity, event profiles, plant components, pressure coefficients, window
properties, etc.) and utility modules (shading and insolation, view factors,Refcsubjects all input
data to a range of legality checks and provides building perspective views. By relieving the user of
much of the burden of managing the potentially large sets of descriptive files, the model creation

process is more productive.

The Simulator, bpsperforms prediction of building/plant energy and fluid flows according to
the problem defined. Several modules, which are responsible for individual technical aspects of the
simulation, compriséps such as control, fluid flow, plant system, power systems, etc. This modular
structure allows each module to evolve independently, as a specialist need work only with those
modules which are related to a specific research field. This preserves the integrity of the system when
a model is modified or when a new model is included, since the modifications can be verified

individually from the whole system.

The third main modulegs, is responsible for the analysis of the results stored bgithalator
Different forms of results are available: perspective visualisations, results interrogation, statistical
analysis, graphical display, tabulations, etc.

The interaction between the three modules can be continuous in order to help the building

designer with the decision making process. In other words, the user analyses the results, changes some

parameters of the problem and executes simulations in an iterative loop.
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Figure 3.1 The ESP-r simulation environment.



3.3 RECENT ESP-r DEVELOPMENTS.

Recent ESP-r program developments include the following.

- Combined heat and moisture transfer modellii@. model constructions and/or thermal properties
which change over time or as a function of hygroscopic phenomena, ESP-r offers various features
with respect to nodal placement (including automatic adjustment) and time-dependent (and non-
linear) modification of properties such as conductivity. These facilities form the basis of a combined
heat and moisture transfer modelling capability [Nakhi 1995]. Via this option, the thermal
conductivity of any layer can be defined to be a linear function of temperature and/or moisture
content. An additional option for nonlinear thermophysical properties allows the properties of layers

to be defined as polynomial functions of temperature and moisture content.

- Electrical power flow modelling=SP-r is endowed with a power modelling module [Kelly 1997]
which facilitates the modelling of photovoltaic facades and combined heat and power systems, and
allows the imposition of an electrical grid incorporating loads (lights etc) and generators on the

thermal/flow networks representing the building and its plant.

- Modelling and simulation of renewable energy systegisce its inception ESP-r has been equipped
to model solar thermal systems. The above power flow modelling developments imply that it is now
possible to model (renewable energy) electrical components such as PV (Photo-Voltaic) cells, wind

turbines and the like.

- Detailed air flow modellingESP-r now incorporates a CFD (computational fluid dynamics) module
which enables prediction of detailed air velocity and temperature distributions within a zone [Negrao

1995]. The module can be operated in isolation and/or in fully integrated mode.

- RADIANCE interface ESP-r now allows export of problem description data to various other
packages; for example RADIANCTE[Ward 1992]. In addition, ESP-r features a "RADIANCE desk-
top" which is an interface for running RADIANCE [Clarke 1995].

- Plant Component Taxonomy by Primitive Pamgiother project [Chow 1995] has established
mathematical models for each of the physical processes that occur within plant components (boiling
heat transfer, flame radiation, etc) and used these to explore the possibility of automatically
constructing component models from primitive parts. This allows all component models to be
synthesised from a small number of primitive models rather than each component requiring a unique

mathematical model.

T RADIANCE is a research tool developed to predict the distribution of visible radiation in illuminated spaces.



3.4 NUMERICAL APPROACH ADOPTED IN ESP-r.
3.4.1 System discretisation.

The continuousbuilding, its contents and plant system are translated into a corresponding
discretisednodal network. The building and plant are then composed of a number of interconnected
finite regions possessing uniform thermophysical properties. The following conservation principle is

observed within each control volume, CV, with control surface, CS:

[storage rate within CV] = [net flux through CS] + [generation rate within CV] (3.1)

Equation 3.1 for the finite regigncan be written in the following mathematical form:

0
5 (ppvp¢p) = (J¢A)CS+ S(ppvp (3-2)

whereg represents a transport property such as temperature, moisture contentjsethe density of

the region kg/m?®), V, is the volume of the regiop (m°), J, is the flux of the transport propergy

through the control surfad@S per unit of areakg/nts), Acs represents the control surface anda

andS,, is any energy or mass injected directly to the finite regignnt's). The transport property

flux through the control surface is the result of the energy exchange mechanisms between the finite
regions in energetic contact, through conduction, convection, radiation and fluid flow. As the flux at
the control surface is usually difficult to estimate, it is treated as a function of the transport property
differences. Therefore, the prodyd,A)cs is expressed as the sum of all inter-volume interactions

concerning control volume:
n
(JpA)cs = Zl Ki.p(® ~ @p) (3-3)
J:

wherej is a finite volume in contact with the volumpsnis the total number of finite volumes in

contact withp and K, is the (often non-linear) conductance coefficient (representing conduction,
convection, mass flow rates, etc) between volupaesip. The flux through the control surface can

now be expressed as the energy interactions between finite regions. The technique necessary to obtain
all coefficients related to the different energy transfer processes (conduction, convection, radiation,
etc) is described by Clarke [1985].

3.4.2 System matrix generation.

Integration of Equation 3.2 over a finite time interlgives:
n
Veloogp = Pl = 2 KS (¢ =)ot + S (@p)v,ot (3.4)

where the superscript * represents the property at the beginning of some time interval (present time
row values) and the superscripindicates the values within the time interval. The symbols without

superscript are the values at the end of the time interval (future-row values). Variation of properties at



¢ may be approximated by present time-row values (explicit scheme), future time-row values (implicit
scheme) or a weighting factgr, may be applied. In ESP-r, the weighting factor is user-specified with
a default value of 0.5 assumed (Crank-Nicolson formulation). (Issues relating to implicitness, such as

stability and error, are discussed by Hensen and Nakhi, 1994).

Equation 3.4 may be rearranged and expressed only in terms of future values (unknown) and

present terms (known values) before it is solved. This gives:

apPp ~ é a;¢; = by (3.5)
where
ap :yj%Kj‘p+ V‘;fp
a; =yKijp
and
Voo, P

Dn * * * x D
by = yS,pvp + (1_”)5;1 Kip® —@p) * S¢PVPE:+ 5t

wherey is a weighting factor.
Equation 3.5 is applied to each finite volume to build the overall system matrix equation as

exemplified in Section 3.4.4.

3.4.3 Solution procedure.

At each finite period of time, the interrelated algebraic energy equations derived from Equation
3.1 are established and gathered together according to a linking protocol in the form of a (sparse)

system matrix. The matrix notation of the corresponding equation set can be written as:
AT =BT+ C (3.6)

whereA andB are the respective future and present time coefficient matficesthe temperature
and plant flux vector an@ is the boundary conditions vector. Boundary conditions define climate,
ground conditions and known conditions (e.g. another zone not participating in the simulation). Since

the right-hand-side of Equation 3.6 is known at each time-step, it can be written as:
AT = 7 (3.7)

where T is the vector of unknown nodal temperatures and heat injectionsAaigl a non-
homogeneous sparse matrix containing the future time-row coefficients which are state dependent.
The matrix holding the present values and the known boundary excitations at the present and future

time-rows is represented by the column mafriBecause of the implicitness of the equations, the set



of Equations 3.7 must be solved simultaneously at each time-step. Howeigeg sparse matrix
holding many non-zero coefficients and its inversion by a direct method is computationally expensive.
Since the matriXA is composed of groups of equations referring to different subsystems, an efficient
solution process consists of partitioniAginto a series of subsystem matrices (representing each
building zone and the plant system). Each partitioned matrix is then processed separately by using a
direct reduction method and information is exchanged between each solution stream in order to allow
the global solution to evolve. Each building zone and plant submatrix is processed independently; the

integration of these sub-solutions is explained by Clarke [1985], Hensen [1991] and Aasen [1993].

3.4.4 Single zone exemplar.

In order to exemplify the solution scheme, consider a single cubic zone bounded by six multi-
layered constructions (Figure 3.2), with plant interaction assumed to be at the air point. For the 1-D
heat conduction domain with the enclosed air volume represented by one node, the entire example
problem is represented by 23 nodes and so there will be 23 simultaneous equations, each having a
number of cross coupling and self-coupling terms evaluated at the present and future time-rows of the
active time-step within the simulation process. The zone matrix (Figure 3.3.) is then decomposed into
a series of sub-matrices, each one representing a multi-layered construction, and containing the
coefficients relating to the intra-constructional nodal equations addressing material conduction and
storage (Figure 3.4). Surface and air point equations are grouped into another sub-matrix (Figure 3.5).
The matrix coefficients of Figure 3.5 represent the zone inter-surface radiation exchanges, surface
convection, fluid flow and heat storage. The linkages between the construction sub-matrices and the
zone balance sub-matrix are maintained by the coefficeygsas s, 81011, 1516 1819 821,22 Of
Figure 3.4. andags, agg, 1211, &1716 82010 aNd ay3,, Of Figure 3.5. These coefficients are
connections between the inside surface nodes and the intra-construction, next-to-inside surface nodes.

The derivation and generation of all these coefficients are explained by Clarke [1985].

A forward reduction process is performed on each construction sub-matrix of Figure 3.4,
eliminating all coefficients below the main diagonal. Figure 3.7 shows the reduced matrix. This
process modifies the diagonal coefficients and the coefficients representing present time-row and
source terms. The last row of each reduced matrix of Figure 3.7 (which is the modified energy
balance equation related to the next-to-inside surface node) now holds the coefficients related to the

inside and next-to-inside surface temperatures.

These equations are nhow employed to eliminate the coefficients related to the next-to-inside
surface nodes of Figure 3.5; coefficients,, ag7, 81110 a1615 819,18 anday, ;. The zone balance
matrix of Figure 3.8 now holds only surface and air node coefficients and therefore can be solved for

the related variables. A forward reduction is conducted whilst carrying through all control node

T A multi-dimensional heat conduction analysis based on this approach is described by Nakhi [1995].



coefficients, resulting in the reduced matrix of Figure 3.9. The equation to emerge will include two

unknowns: the sensor temperature and the actuated plant flux:
B6.+Cq, =D (3.8)

It should be noted that Equation 3.8, may be considered as the ‘building system
control equation set' since it embodies ALL the building process dynamics,
expressed in terms of the control point and actuated states. The solution of this
equation requires a control algorithm. For example, the control algorithm may
give the actuated flux,q,, for some deviation of the sensed controlled variable
from the desired set point, subsequently allowing solution of the future time-
row control point temperature, 6., from Equation 3.8. It is important to note
that the g, term represents the building-side requirement to maintain zone
environmental conditions taking full account of sensor and actuator location.
However, the plant system facilitating the required energy input/extract is
assumed ‘ideal’ in the sense that no account is taken of plant dynamic response,
inefficiencies, etc. As elaborated in the following section (3.4.5), plant
characteristics may be taken into account by specification of a plant
configuration file (which contains a description of the plant) and solving the
plant system matrix simultaneously with the building-side matrix, the plant

matrix replacing the g, terms in the building matrix.

The above exemplar was for the case of both control (sensor) point and actuation point located
at the air point node. Control point and actuator locations at surface points and intra-constructional
points are described by Clarke [1985] and depicted in Figure 3.10. In any case, Equation 3.8 is solved
according to the active control algorithm. Control discontinuities are avoided by time-step variation to
ensure that an across-discontinuity integration is not attempted. The remaining temperatures are then

determined by backward substitution.

The sparse storage technique which not only partitions the building into zones, but also
partitions the zone matrix into construction matrices and one matrix for internal surface nodes and air
node, is depicted in Figure 3.6. Each node within a construction, except the internal surface node
requires 5 storage locations so that there are two locations for cross-coupling, one for the self-

coupling, one for the plant and one for known (i.e. present and boundary) coefficients.

In conclusion, all energy equations representing the flow paths in a single zone are solved
simultaneously by employing a direct method for one time-step cdimpletesolution for a certain
simulation period is accomplished by re-establishing the matrix coefficients and solving for each
subsequent time-step. For cases where the time-dependent conductance coefficients are dependent on
the future time-row quantities (i.e. non-linear problems), the future time-row coefficients are derived

from the immediate past information. This procedure is usually acceptable; if otherwise, then accuracy



can be improved by reducing the time-step or by iteration.

For multi-zone solutions, two options exist: either each zone can be solved independently as
above, with inter-zone processes being imposed one time-step in arrears; or the solution process can

be made to iterate across all zones to achieve an overall simultaneous solution.
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3.4.5 Plant simulation.

The numerical techniques of Sections 3.1-3.4 may be extended to plant system modelling. The
continuousplant system is translated into a correspondiisgretisednodal network by means of a
finite difference discretisation scheme. Energy balance and mass conservation equations are then
derived for each node. The generated matrix of plant component equations (representing the entire
plant system inter-connectivity over space and time dimensions) is then integrated with the building
matrix - the integration facilitated by the common implicit finite difference approach - and solved by

simultaneous solution at each time-step.

In order to demonstrate the procedure, consider the mixing box component of the air handling
unit (AHU) depicted in Figure 3.11(A)Energy and mass balance equations may be derived for each

system component and allocated to the plant system matrices of Figures 3.11(b) and 3.11(c).
Energy balance.

An energy balance for any arbitrary tinge yields:

™(p1V1hy) O
myhy, + mh, —-mh; +qg = =———— (3.9
o'lo r [ 0 dt L—tl:(

wherem s the mass flow rate (kgJ*, h the mixture specific enthalpy ki %), ge; the component heat
exchange with surroundings (W), the mean density of the component (k3°) and V the total
volume of the componentrf), o andr relate to ambient and zone air states respectivelyland

component reference number.

The energy simulation equation representing the mixing box component (hode) is now obtained

by an equal weighting of the explicit and implicit finite difference forms of Equation 3.9:

ai1hy(t +t) = byshy (t) +¢; (3.10)

where
ayy = 2py(t + SV, + my(t + 5t)at (3.11)
b11 =2p1(t)V1 — my(t)ot (3.12)

C1 = My(t + At)3thy(t + t) + m, (t + 5t)ath, (t + 5t) +

Mo(t)dth () + m; (t)oth, (t) + 5t[Gey (t + Ot) + Qe (1)]- (3.13)

Mass balance.

T In this example, each nodal region represents a complete plant component. It is possible, however, to consider a node
as representing only part of a component (e.g. casing and working fluid), thus facilitating a more rigorous analysis of intra-
component regions. This and other issues relating to the discrete simultaneous modelling of plant systems in the transient
domain are elaborated elsewhere [Clarke 1985, Tang 1985, Hensen 1991, Aasem 1993, Chow 1995 and Kelly 1997].



A mass balance for the mixing box will yield at any tithe

md +md - md = 0., (3.14)
m3go + Mg, — mf gy = O, (3.15)

wherem? is the mass flow rate of dry air (g') andg the humidity ratio (kdkg™).
A simulation equation representing the mixing box nodal mass balance is how obtained by an
equal weighting of the explicit and implicit finite difference forms of Equations 3.14 and 3.15:
md(t + 5t) = md(t + ot) + md(t + 5t) + ma(t) + mi(t) - m(t), (3.16)
becoming from Figure 3.11(c):
dyymi(t +at) = eyyml(t) + f, (3.17)
and

M (t + &) gy (t + 5t) = m(t + at)go(t + Jt) +

me(t + ) g (t + Jt) + mE()go(t) + mf' (g, (t) — mi (g (1) (3.18)

and, therefore,
dao[ M (t + 3t) gy (t + S1)] = e[ M (1) gy ()] + fo. (3.19)

In a similar manner, energy and mass balance equations may be derived for the other AHU
system components to generate the complete system matrices depicted in Figure 3.11. The matrix
equations are now solved for any time-step in terms of component and control algorithms which

establish the€ andF matrices and on the basis of any specified control objectives.

In a building and plant configuration at a given time-step, the building matrix is first processed
to give zone temperatures. The plant matrix is then processed to determine the heating/cooling inputs
based on the previously calculated zone temperatures. In order to ensure that the correct zone
temperatures are used, iteration continues until the difference between the present and previous zone

temperature values are within an acceptable accuracy level.

Consider the situation where hegt, (W), is injected to the zone with the plant interaction

point located at the zone air point. This can be expressed by:
dp = MaCp(6s - 6c) (3.20)

wherem, is the dry air mass flow rate entering the zone (k@s)s the specific heat capacity of air
at constant pressure (J/kg l€), is the component node temperatut€)(andé, is the control point
(zone air) temperaturéQ). Equation 3.20 can then be solved simultaneously with the building system

control equation set (Equation 3.8), to give the following expression:

o

65— —
qp= ——B~. (3.21)
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3.5 CONTROL SYSTEMS MODELLING IN ESP-r.
3.5.1 Introduction.

In ESP-r, immediately prior to simulation commencement, in addition to the system
configuration file [Clarke 1995] the user may define a system control configuration file (Figure 3.12),
the absence of which means that the simulation will free float under the influence of the defined
boundary conditions. Specification of the various control subsystems (Figure 3.13) follow similar
definition patterns. Any number of control loops can be established, each one acting to influence
energy or mass balances by affecting the matrix equation construction/solution at each time-step
(Figure 3.14). In ESP-r, control loops act to do one of two things:

- (1) Building-side contral as described in Section 3.4.4, control acts to direct the
building matrix solution, where the building matrix solution type is dependent on
the location of the sensor (termed the control point) and the control algorithm
allows solution of the ‘building control system equation set' of Equation 3.8; for
example, solving for zone air point temperature given some fixed actuated plant
flux.

- (2) All other subsystem controtontrol acts to adjust coefficients in the energy
balance matrices; for example, adjusting a valve component in a plant network
(Section 3.4.5).

A number of standard controllers are offered and special procedures can be developed and
entered by a user and subsequently assessed in terms of environmental impact and energy saving
potential. These can be imposed during different periods of the day and can be activated on a weekly,

monthly or seasonal basis.

Control loops comprise:

- a sensor to sense the property of interest - for example time, temperature, relative
humidity and illuminance level;

- a controller to generate the actuator signal based on the sensed condition. The
controller is defined in terms of some control action (e.g.
proportional+integral+derivative) and the type of variables sensed and actuated
(e.g. sensing relative humidity and actuating valve position);

- an actuator to allow some system state to be changed over time - for example zone

flux input, boiler valve position, fan speed or electric lighting status.

The full list of variables capable of being sensed and actuated, together with the control law
algorithms are listed in Tables 3.1 and 3.2. Sensor-law-actuator combinations from these lists may be
specified and imposed on the various control subsystems described below. For example, controller
type 007-005-081lndicates a weather compensating control loop:

- a sensor sensing outside dry bulb conditions;



- a proportional controller algorithm;

- an actuator adjusting fluid flow rate.

Clearly, although all the variables listed in Tables 3.1cagableof being both sensed and
actuated, the spectrum of possible combinations ranges from the frequently used, practical cases (e.g.
as in the weather compensation loop described above) to more focussed, specialised modelling
applications (e.g. sensing CO2 levé7§), through to the highly conceptualised situations

encountered occasionally in research and development studies (e.g. actuating clothifg8gvel [

It should also be noted that a sensed variable does not necessarily mean a control point variable.
For example, in a given control loop, the variable under control may be zone air point temperature;
however, there may be many other variables being sensed simultaneously (e.g. occupancy level,
external relative humidity, etc.) which are to be used in the control logic algorithm. Similarly, an
actuated variable may not necessarily refer to the manipulated variable (e.g. flowrate) signal, but
rather to the controller output signal. For example, in cascade control, a primary controller output
signal (e.g. temperature) may be used to establish the set point of a secondary controller whose output

signal coulddirectly change the manipulated variable value in the system matrix equation.

The influence of control on the building-side and plant-side subsystems of ESP-r has been
described in Sections 3.3 and 3.4, respectively. Other ESP-r control subsystems are now briefly

discussed.

3.5.2. Fluid flow control

The fluid flow modelling capabilities of ESP-r are discussed at length elsewhere: Cockroft
[1979] and Hensen [1991] (network approach); and Negrao [1995] (CFD approach). It is possible to
impose control on a fluid flow network, the procedure being similar to that outlined above for the
building and plant. This allows pressure and temperature-driven flow control over any component

and/or connection of the network.

Two actuator types are possible with flow control: one acting on a specified flow connection, the
other acting on a specified flow component. In the latter case, it is possible to actuate all the

connections defined by the controlled component or to restrict the action to a sub-set.

In a buildingand plantand flow configuration, the solution process is that depicted in Figure
3.14. As indicated in the diagram, the plant control solver is by-passed in the case where the fluid
network solver is active and the first phase flow balance is being processed, i.e. the controls acting on
the energy balance or the second phase flow balance are not by-passed. By this mechanism, it is
ensured that any flow control action which is defined and activated in the flow network is preserved in

the plant system mass balance [Hensen 1991].
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* Glohal
Identfying character stang for global control regime.
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Figure 3.12ESP-r system configuration control file.
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Figure 3.14Combined building, plant and flow domain in ESP-r.




3.17

001 Active climate database 002 Ext. absolute humidity 003 External rel. humidity 004 External moisture content
005 Sun azimuth angle 006 Atmospheric turbitity 007 External d.b temperature 008 External w.b temperature
009 Sol-air temperature 010 Diffuse hor. solar radiation 011 Direct nor. solar radiation 012 Air density

013 Atmospheric pressure 014 Wind speed 015 Wind direction 016 Day lighting levels

017 Dawn/dusk 018 Cloud cover 019 Zonal orientation 020 Latitude/longitude

021 Simulation type 022 Simulation run 023 Simulation month number | 024 Simulation day number
025 Simulation time-step 026 Simulation start day 027 Simulation finish day 028 Simulation year

029 Simulation time (present) 030 Simulation time (future) 031 Active time step controller 032 Time-clock re-sets

033 Number of zones 034 Ground reflectivity 035 Site exposure 036 Number of obstruction block
037 No. inter-zonal connections | 038 Connection type 039 Construction material 040 Heat transfer coefficient
041 Specific heat capacity 042 UA value 043 Number of doors 044 Number of windows

045 Material density 046 Construction rotation angle 047 Luminosity 048 Glazing maintenance factor
049 Surface emissivity 050 Surface absorptivity 051 Surface transmittance 052 Surface reflectivity

053 No. of construction elements 054 Nodal discretisation 055 Occupancy levels 056 Casual gains

057 Activity level 058 Clothing level 059 Du Bois surface area 060 Bodily heat evaporation rate
061 Glare index 062 Mean radiant temp 063 w.b. air temperature 064 d.b air temperature

065 Globe temperature 066 Environmental temperature 067 Resultant temperature 068 Dew point temperature
069 Mixed air-surface temp. 070 Effective draught temperature 071 Operative temperature 072 Relative humidity

073 Absolute humidity 074 Surface temperature 075 Intra-constructional temp. 078 Local air velocity/flow rates
077 Relative air velocity 078 CO2 level 079 per cent people dissatisfied 080 Predicted mean vote (PMV)
081 Nodal 1st ph. mass flow 082 Nodal 2nd ph. mass flow rate 083 Nodal abs. humidity 084 Nodal rel. humidity

085 No. mass flow connections | 086 No. mass flow components 087 Nodal abs. pressure 088 Nodal rel. pressure

089 Ventilation rate 090 Infiltration rate 091 CFD parameters 092 Interstitial condensation risk
093 Moisture transfer rate 094 Moisture transfer process 095 Mould growth types 096 Mould growth rates

097 No. of plant components 098 Plant component type 099 Overall plant efficiency 100 Component efficiency
101 No. of plant connections 102 Connection type 103 Component output flux 104 Component mass flow rate
105 Parasitic losses 106 Cumulative run time 107 Current levels 108 \oltage levels

109 Power levels 110 Power factor 111 Real power 112 reactive power

113 Phase angle 114 Number of phases 115 Power losses 116 Transformer type

117 Mean time to failure 118 Mean time between failure 119 Mean active repair time 120 Redundancy level

121 Component expected life 122 Downtime 123 Failure rate 124 Maintainability

125 Active control loops 126 Active control laws 127 Active control day type 128 Active control period

129 Sensor input 130 Actuator output 131 Dead time 132 Distance/velocity lag

133 Sen/act cum. uncertainties 134 Sen/act r.m.s error 135 Dead band 136 Hysteresis

137 Sen/act interchangeability 138 Sen/act random error 139 Sen/act repeatabilty 140 Resolution

141 Sen/act sensitivity 142 Sen/act settling time 143 Sen/act span 144 Speed of response

145 Sen/act systematic error 146 Sen/act time constant 147 Sensor ambient limits 148 Range

149 External file data 150 Step function 151 Ramp function 152 Sine function

153 Cosine function 154 Saw-tooth function 155 Square function 156 Triangular function

157 Abs. actuator travel 158 Rel. actuator distance moved 159 Abs. actuator speed 160 Actuator speed

161 Set point 162 Throttling range 163 Absolute error signal 164 Relative error signal

165 Rate of change of error 166 Integral of absolute error signa 167 max/min error signal 168 Controller gain

Table 3.1Sensed and actuated variables.




001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

Ideal

Two position

Three-position

Multi-stage
Proportional+Integral+Derivative (PID)
Time-proportioning

Fuzzy logic

Pro-rata

Hesitation

Seasonal reset

Monthly reset

Weekly reset

Daily reset

Hourly reset

Minutely reset
Second-by-second reset
Time-step reset

Sequencing

Split range

Cascade

Null control

Optimum start

Optimum stop

Enthalpy cycle

Zero energy band

Weather ompensation
Economiser cycle

Enthalpy cycle

Night purge

Set back

Duty cycling

Load scheduling

Capacity management
Equalised run time

Current control

\oltage control

Power factor control

Power loss control

Phase control

Maximum demand control
Material properties substitution
Optical properties substitution
Database control
Site/exposure control
Geometry control

Plant network definition control
Mass flow network definition control
Condensation control
Obstruction control

Casual gain control
Simulation time-step control
Simulation time-clock control
Predictive-iterative control (for all above

Table 3.2Controller modes.



3.5.3 Power systems control.

Power systems modelling capabilities (including CHP) in ESP-r are fully elaborated by Kelly
[1997]. Briefly, power control systems modelling is harmonised with the other ESP-r subsystems, with
similar definition procedures and control system elements of sensor-controller-actuator combinations
being specified (Tables 3.1 and 3.2) to direct and influence matrix set-up and solution. This facility
offers the possibility of modelling demand-side electrical system control schema such as maximum
demand and load switching within a fully integrated simulation environment. The CHP subsystem’s

numerical processing in relation to the other subsystems is depicted in Figure 3.14.
3.5.4 Event control.
3.5.4.1 Zone blind/shutter control

Modelling blind/shutter control can be imposed on window and transparent constructions in
general. Window solar coverings or insulating devices can be controlled as a function of time, solar
intensity or ambient temperature. The controlled variables are shortwave transmittance and overall

thermal transmittance.

A day period is sub-divided into control periods. For each period, a set of window properties are
defined which will only be accepted if:
- thetotal radiation intensity (direct + diffuse) exceeds the user-defined set point, or,
- the ambient temperature exceeds the user-defined set point, or,
- the windows are deemed to operate for the entire period regardless of the solar

intensity or temperature magnitude.

In the case of radiation control of the blind/shutter, the surface on which the radiation sensor is
situated can be specified and the operation of all external windows in the zone will depend on the
radiation on that one surface. Alternatively, each external surface containing windows can be treated
separately, in which case windows in those surfaces receiving greater than the specified radiation limit

will inherit the replacement properties.

In the default case, no nodes are used to represent the window layers. Essentially, this means
that windows are treated as a resistance only, with an approximate treatment of longwave radiation

and no explicit modelling of shortwave absorption.

Within ESP-r, there is a facility which allows windows to be treated with more precision than is
the case with the standard default case [Clarke 1995]. Here, the window is considered as a
transparent multi-layered constructiddMC) with layers being declared transparent as appropriate.
Thus windows are assigned a nodal scheme so that convective, conductive and longwave radiative

exchanges are handled separately and explicitly, with solar absorption treated in an exacting manner.

With regard to control, each TMC can be given a replacement set of transmission coefficients
and absorptivities in each control period. The TMCs are controlled independently, with similar control

options as for the default case described above.



Line

Description of fields

52

5.3

54
54.1
54.2

55

Identifier (three integer type numbers) of the casual gains to be controlled during Weekdays,

Saturdays and Sundays. Default identifier for casual gain from artificial lighting is "2".
Number (an integer type number) of distinct casual gain control periods during a typi

Maximum three control periods currently allowed.

tal day.

For each control period in turn give the start hour (0-24) and finish hour (two integer type

numbers) on separate lines.

Number (an integer type number) of lighting zones within this thermal zone. Maxim
four lighting zones allowed.

For each individual lighting zone:

um of

Numbers (four real type numbers) indicating respectively: reference light level (set point)

(Lux), switch-off light level (-), minimum dimming light output (-) and switch-off delay

time (-).

Percentage (a real type number) of total zone controlled casual gain associated
lighting zone (-), number (an integer type number) of internal illuminance senso
calculation type (an integer type number 1-4): 1 ESP-r internal daylight factor prepro
2 user supplied daylight factors; 3 external sensor; 4 coupling with lighting simulation
For each defined sensor: x, y & z coordinates (relative to zone origin) defining loca
sensor, or
for calculation type 3: surface number (external only) that the sensor is placed d
specifying vertical mounting (1.0) or horizontal mounting (0.0), dummy value,

For calculation type 2 (user supplied daylight factors) additional info:

Number (an integer type number) of windows (transparent multi-layer construction).
For each defined window its TMC surface identification number (an integer type n
and corresponding daylight factors for each defined sensor (a real type numbers).
The control law (-1 ON regardless; 0 OFF regardless; 1 ON if sensed condition is be
point (otherwise OFF); 2 as 1 but with step down/up action (0%, 50%, 100%); 3 as
with proportional action; 4 as 1 but based on the Hunt probability switching function;

but with a top-up control and fixed ballast).

with this
rs and
cessor;

ation of

n, flag

umber)

low set
5 1 but
5asl

Table 3.3ESP-r casual gains control file.



3.5.4.2 Casual gain and artificial lighting control.

In ESP-r, control schemes which represent casual gain levels are possible. These schemes are
specified by means of zone operations filayhich contains user-specified casual gain profiles for
equipment, occupancy, infiltration and zone-coupled air flow. As the design evolves, it is possible to
override these profiles by more detailed data placedcasaal gaindile (Table 3.3) and/or 8uid
flow network definitiorfile, and in the latter case, selecting simultaneous energy and mass flow

simulation.

The switched level of casual gains is normally controlled on the basis of available natural light.
Control of lighting is possible using a variety of control modes - on-off, dimming, probability
switching, etc. In addition, user-specified lighting profiles and schedules are possible. The daylighting
contributions from all the exterior windows in the zone are tracked and any contribution from sunlight
evaluated. The following modelling features are available:

- Single or multiple zonal sensors may be defined;

- Vertical (unobstructed) and horizontal external illuminance sensors are available;

- In the case of multiple sensors, the aggregate casual gain may be obtained from a
variety of functions of the sensed conditions: e.g. arithmetic mean, cumulative total,
etc;

- llluminance from adjacent zones is included. Effects of blind/shutter operation in
these zones is also accounted for;

- As an alternative to ESP-r's normal daylight calculations, the user has the option to
input daylight factors from third party software e.g. RADIANCE into the casual

gain control file.
3.6 Applicability of ESP-r to the modelling and simulation of building control systems.

The applicability and suitability of discrete, modular, simultaneous type programs such as ESP-r
to the modelling and simulation of building control systems may be assessed in terms of strategic

approach, solution method and functionality.

The suitability of numerical methods for the modelling of building control systems was
discussed briefly in 2.2.3 where such methods were stated as being appropriate for handling the time-
dependent, non-linear characteristics commonly encountered in the problem domain. Unlike
algorithmic/algebraic type modelling procedures, numerical methods cdinexcily yield a solution
representing component/system performance; rather, they generate coefficients which are passed onto
a remote formalised process [Hanby, 1987]. However, numerical methods do faciliiaiéed
solution processince all subsystems (building, plant, etc) may be generated in a compatible form.
With ESP-r, the integrated building/plant system matrix accounts for all time-dependent energy
transfers, whilst the building and plant systems are constrained to conform to control action.

Techniques such as variable time-stepping and the ‘one time-step in arrears’ principle (i.e. using the



value of the variable from the preceding time-step), are used to overcome non-linearities. Numerical
type programs are well suited to a whole range of time-step control techniques, which in addition to
handling non-linearities, also enable, for example, the conceptual development of simulation-assisted
control strategies. (Time-step controllers and simulation-assisted control strategies are discussed in

Chapters 5 and 6, respectively).

Most building simulation programs with a control modelling capability fall intostguential
category. In such programs the components are represented by input-output relationships. These are
connected to comprise the whole system in such a way that the output from one component is fed into
the input of the next. The calculation proceeds from a suitable starting point (e.g. boiler supply
temperature) and continues around the system in the prescribed manner. A sequential approach offers
several advantages such as the incorporation of a mixture of modelling methods (e.g. simple/complex,
analytical/numerical) facilitating piecemeal component development. However, a sequential type
approach may cause problems when the evaluation of one component needs information of a
component further down the calculation stream. Component linking protocols and iterative schemes

have been utilised in order to overcome such problems.

In simultaneoudype programs, however, system values are obtained for all unknown variables
irrespective of the order in which the variables are processed through the system. In ESP-r, for
example, the whole-system building/plant maisixhe linking protocol, thus overcoming some of the
problems inherent in sequential type programs. The notion of a system matrix and associated matrix
inversion techniques also facilitates the modelling of system-level supervisory control strategies (a

theme elaborated in Chapter 6).

It is clear from Sections 3.1-3.5 that with the ESP-r system there exists a highly modularised
control modelling facility. From a control system modeller’s viewpoint, a highly modular program
structure is attractive since the individual subsystems may be considered in isolation thus simplifying
the following modelling process:

- subsystem model development;

- changes in controller model;

- subsystem model testing and validation;
- program archiving and documentation;

- program maintenance.

A unified system definition procedure and a diverse range of sensor/actuator variable and
location are extremely useful features in a control modelling environment. In the ESP-r program,
subsystem control structures are fully harmonised with a similar problem definition procedure. The
range and location of variable which may be sensed and/or actuated is extremely wide and includes

fabric, flow, lighting, plant and power parameters (refer Table 3.1).



So far, the suitability of ESP-r to control system modelling has been elaborated. However, it
should be noted that several other programs (e.g. TRNSYS [SEL, 1983] and HVACSIM+ [Clark
1985]) incorporate sophisticated numerical solvers offering many desirable plant/control modelling
features, together with convenience and flexibility of use. TRNSYS, previously considered as a
sequential type program, now uses multi-variable Newton-Raphson techniques (as opposed to using
single variable Newton-Raphson convergence promoters for key variables, as is done with the old
TRNSYS sequential solver) and can now be considered to be simultaneous. HVACSIM+ [Clark 1985]
was developed specifically for building control simulation and may be considered as a simultaneous

type program. Investigation of such programs was, however, outwith the scope of the present work.

3.7 COMMENT.

As discussed earlier, the issuescohtainmentindapplicability are of crucial importance. The
modelling approach adopted in ESP-r - despite its theoretical and mathematical complexity -
facilitates a means by which both specialists and non-specialists can simulate and assess building
control system design and operational strategies (existing or projected, practical or highly idealised) in
a fully integrated manner and at any level of abstraction. Using the system, different professionals
within the building design team - architects, mechanical and electrical engineers and control
specialists - are able to conduct cross-disciplinary, high integrity, first principle performance appraisal,

modelling all aspects of the control subsystem simultaneously and in the transient domain.

There is, however, scope for enhancement and refinement of this control systems modelling
environment. Issues requiring to be addressed include:
- multiple input, multiple output (MIMO) systems modelling;
- installation of BEMS controller algorithms;
- hierarchical (systems and zone level) control modelling;
- time-step control manipulation;
- simulation-based control;

- improved user interface.

The features described in the following chapters are a necessary step in bridging the gap
between modelling future generation control systems complexity and the design and operation of
building energy management systems. A specification for a building control system modelling facility
is presented in the form of a taxonomy of building control system entities. The use of ESP-r as a test
bed for a number of numerical techniques and schema, designed to enhance the modelling

functionality and applicability of system simulation programs, is discussed.
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Chapter 4
BUILDING CONTROL SYSTEMS: THE SPATIAL ELEMENT

It was stated in Chapter 2 that all advanced building control systems, despite their
apparent complexity, can be considered as consisting of essentially three main
elements: spatial, temporal and logical. This Chapter specifies the spatial elements
required in a fully comprehensive control systems modelling facility. Methods and
technigques designed to improve the integrity and flexibility of spatial element
modelling are discussed, and the numerical schemes as developed and subsequently

installed in ESP-r are described.

4.1 INTRODUCTION.

The specification of sensors and actuators is a crucial aspect of practical system design, and can
only be done with correct knowledge of the performance of these elements when integrated and
coupled with the object systems to be controlled [IEA 1991]. Modelling the spatial element of
building control systems requires consideration of the following sensor and actuator features: location,
sensed variable, actuated variable and operational characteristics (Figure 4.1). Modelling and
simulation of spatial elements can help optimise the objective system by providing answers to the
following questions:

- What temperature gradients will result from a given sensor/actuator location?

- What is the optimum location within a structure - in terms of comfort and energy
requirements - for an underfloor heating element?

- What are the effects of office geometries and radiative exchanges on sensor
locations?

- What are the implications for energy costs, of controlling zones to comfort criteria?

The following general observations can be made regarding present generation simulation
programs [Hitchin 1991]:

- They typically have a capability for sensing a relatively very narrow range of
sensed variables, e.g. temperature (environmental, dry bulb, radiant, globe, dry
resultant, sol-air and external) external climate variables, plant and flow state
variables.

- There is a very narrow range of actuated variables available for processing;
typically valve/damper regulation of flow rate, heat flux and shading devices.

- There are usually modelling limitations on the combinations of sensed
variable/control mode/actuated variable.

- Sensor/actuator location is often restricted to zone air point and surface point with

no facility for intra-constructional and mixed (i.e air-surface) sensing/actuation.



- Operational characteristics such as accuracy, adaptability, frequency response,

reliability and thermal stability are rarely considered in the modelling process.

These limitations and restrictions create a major barrier to the successful modelling and
simulation of advanced BEMS control strategies. Clearly, then, for the integrity of such advanced
systems to be preserved, a modelling facility is required which can handle multi-sensor, multi-
actuator, discriminating, majority voting strategies, split-range schema with the spatial elements
capable of being positioned at locations such as lighting system, shading devices, fluid flow/CFD

networks, plant and CHP components (Figure 4.1).

Discrnineting ~ Non- discrimjnating]
Sequential Cascade
(st
Singld
Sensors
External [ Clinate )
Zone conditions
Control system
Planr system
Internal Operations
CHP system
ELEMENT o o
Condition monitoring
Practical Sstemn confiquration
Eluid low/CED networks
Geometry and constretion
Conceptual .
[teal
Rendomuneise  Hysteresis
Inpur resoludon  Thermal stability
Mon-ideal Stistion Aati- siasing flers
Lags Tirne- dependent offser

Figure 4.1 Building control systems: the spatial element.



4.2 SENSED/ACTUATED VARIABLES.

An advanced control system modelling facility, as with a practical BEMS, requires an adaptable and
dynamic sensor/actuator positioning capability. The fact that a variable cannot be sensed and/or
actuated in reality should not deter modellers and simulationists from attempting to do so in a
software environment. For example, there is practical equivalent of a ’simulation time-step
sensor/actuator’. However, it is highly desirable to have such a simulation capability to allow, e.g. the
following time-step control logic to be applied at some junction in the simulation:

IF rate-of-change of sensed value 2Clper minute THEN reset simulation time-step to 20 seconds.

Clearly, this requires actuation of the simulation time-step variable.

Again, in practice, not all variables capable of being sensed will be capable of being (directly)
actuated, e.g. temperature, etc. However, such sensor/actuator combinations are a desirable simulation
program feature, allowing simulation control restraints to be applied, e.g:

IF zone air temperature > 2@ THEN reset zone air temperature td°20

In practice, the control variable cannot usually be directly manipulated by the automatic
controls. For example, for room temperature control, the controller can often only alter the position of
some valve stem and it is this which indirectly affects the room temperature. The valve stroke or the
flow rate would be considered as the ‘manipulated variable’. In a software simulation environment,
however, it is possible to ‘actuate’ any simulation parameter as deemed necessary and relevant by the
intelligent controller. The reason why programs do not have the capability to sense/actuate all the
variables listed in Table 3.1, is because of limitations and nature of these programs, i.e. time-step
control can only be sensed/actuated if there is a program facility for time-step control; similarly,

sensing/actuation of CFD variables requires a CFD modelling capability.

The following points can be made regarding these variables identified and listed in Table 3.1, all
of which may potentially be required to be sensed/actuated during simulation:

- Many of these variables cannot be sensed/actuated in practical systems, but are
nevertheless essential constructs for control system design and research
investigations.

- All sensed variables can, in principle, also be actuated;

- Many of the variables listed (e.g. CFD parameters and CHP parameters) are not
capable of being sensed/actuated in most present-day building energy simulation

programs.

Moreover, not only must the identified variables be capable of being sensed/actuated, they must
also be capable of being operated on in single, multiple and composite modes as discussed in the

following sections.



4.3 SINGLE POINT SENSING/ACTUATION.
Single point sensing and actuation is the most common control system arrangement used in both
conventional and BEMS-based systems. Two exemplar single point sensing/actuation schemes

installed in ESP-r - one practical, the other highly conceptual - are now discussed.

4.3.1 Practical single point control: intra-constructional control point.

A numerical scheme for modelling a control point located at the air point was described in Section
3.3, with single point surface control point schemes detailed by Clarke [1985]. Implementation, in
ESP-r, of a numerical solver for the modelling of an intra-constructional control point (necessary, for

example, for modelling underfloor heating strategies) is now presented:

Stage 1At each building-side simulation time-step, the partitioned construction sub-
matrix of Section 3.4.4 is processed to the end of the forward reduction stage as

depicted in Figure 4.2(a) and Figure 4.2(b) for the case of a single zone.

Stage 2.As for the case of the control point located at the air node, the surface
equation is then adjusted, but in this case sets of adjusted coefficients are
extracted, relating to:- the internal constructional control node (future time-row);
right-hand side (present term); surface term (future time-row); next-to-inside
surface term (future time-row); and the intra-constructional plant term (future time-

row) if any.

Stage 3The terms al, a2, a3, a4, bl, b2, b3 and b4 of Figure 4.2(b) are then used to
eliminate the next-to-surface coefficient and the surface node coefficient from the

corresponding surface equation, as depicted in Figure 4.2(c).

Stage 4The coefficients of the surface and air point node equations are then reduced
to the end of the forward reduction stage (Figure 4.2(d), and Figure 4.2(e)). The
surface, air and plant (carried through) coefficients thus form the building system

control equation set equation.

Stage 5.This equation, containing two unknowns, is solved by introducing control
law algorithms representing control system performance characteristics and criteria

such as set points, hysteresis, limiting flux values, etc.

Stage 6.The surface node temperatures are established by means of backward

substitution in the reduced construction matrices.
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Figure 4.2 Intra-constructional control point solution process.




Consider the case of intra-constructional control point location as adopted in the control strategy
used in an attempt to eliminate the so-called '"Monday morning blues’ phenomenon occurring in many
buildings unoccupied over the weekend period [Levermore, 1992]. If control is solely enacted on the
basis of air temperature, then, as the air temperature typically rises ahead of the fabric temperature, the
heating may be switched off giving a low dry resultant temperature especially on a Monday morning
when the fabric has lost heat over the weekend period. Many BEMS manufacturers thus recommend
that a temperature sensor be plawgithin an internal wall to control pre-heating on internal fabric
temperature rather than air temperature. The location of a (secondary) sensor within the construction
itself allows initial control on the intra-construction point until the fabric temperature has risen to

acceptable levels, at which juncture control is transferred to air point temperature.

Figure 4.3 shows the affects of pre-heat based on an intra-constructional control point as
opposed to control on air node for a test zone probietre control system specifications (Table 4.1)
being otherwise identical. In the case of control on air point node (Figure 4.3(a)), the set ptit (20
is reached at the ‘desired time of arrival' (DTOA) of 09.00 hours; however, the resultant temperature
at this time is only 17.8C. For the case of intra-constructional point control (Figure 4.3(b)), the air
point and resultant temperatures at the DTOA are nofC2hd 19.7C, respectively; together with

a greater energy requirement than for air point cofftrol.

Table 4.1 Control on intra-constructional point: control schedule.

Sensed | Actuatof Actuateg D@y 8 (All day) Day 9 (0.00-09.00)
property location variable Mode Mode Setpoint  Throt'grarjge  Capacity
Temperature Air point Flux Free-float Proportional 2000 6.0K 3000 W

T The test zone problem file listings used for demonstration purposes in Chapters 4,5, and 6 are available on-line as an
archived ESP-r training exemplayESP-r/training/basic

o Note that the set point for the proportional controller is assumed to be in the middle of the proportional band. Also,
the error is defined aet-point - sensed conditievhere the sensed condition is the future time-row nodal condtition
to any plant input, i.e9; Whenqp is set to zero in the Building Control Systems Equation Set (Equation 3.8).
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Figure 4.3(a)Control on air node temperature.
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Figure 4.3(b) Control on intra-constructional node temperature.
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4.3.2 Conceptualisd single point control: function generators.

An example of a conceptualisd sensed/actuated signal is found in the case of the
sensor/actuator function generatfacility developed and installed in ESP-r. Aasem [1993] described
the use of such a function generator to test the dynamic characteristics ofple®Peomponent
models. This work has been extended to facilitate ‘pulsing’ of all control subsystem elements: fabric,
plant, flow, etc. This facility has applicability in a number of areas such as testing and validation of

controller models installed in the various subsystems with ESP-r.

Consider, for example, a fixed flux input controller supplied by a variety of function generated
sensor inputs as depicted in Figure 4.4. The control schedule for this demonstration (Table 4.2)
specifies free-float control for the first day (00.00-24.00) with fixed flux control active on the second
day (24.00-48.00). The fixed flux controller acts to input 700 W heating flux in the event of the sensed
condition rising above the set point of 20, and to input 700 W cooling flux otherwise. The results
sets (Figure 4.4) indicate that the controller response is correct for all four generated functions, i.e.
heating when the sensed condition rises above the set point, cooling otherwise. This demonstrates the

applicability of a function generator facility in verifying controller response to a variety of input

signals.
Table 4.2 Control on function generated sensor signals: control schedule.
Control Sensed Actuator| Actuated 9th April 10th April
point variable location variable Mode mode Set point  Capacity
Air temp. Gen'd function Air point Flux Free-float Fixed output 2000 700 W
Generated function
Step Square wave Sine wave Saw tooth

Max / min Period Max / min Period Max / min Period Max / min Period
28.0/0.00C 24 hours 28.0/0.6C 8 hours 28.0/0.6C 8 hours 28.0/0.6C 8 hours

4.4 COMPOSITE AND MULTIPLE POINT SENSING/ACTUATION.

4.4.1 Composite air-surface sensing.

Theraison d’etreof a building control system is to provide a high comfort level with a low energy

requirement. As discussed in Chapters 1 and 2, the modelling and simulation of such system can help

to achieve this goal. Such a modelling and simulation facility requires a means of controlling on the

basis of comfort criteria.
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Figure 4.4 Function generated sensor signals applied to a building zone.



4.4.1.1 Control to comfort criteria: the requirement.

Obtaining a satisfactory comfort level is becoming increasingly important to building owners.
However, as Brager [1992] concluded, many environmental control systems have inherent limitations
in providing comfort, due to lack of flexibility and adaptability. Today, comfort control typically
means using the air temperature to control space conditions. However, in the near future - with the
appearance of sophisticated sensing devices, such as silicon infrared sensors - comfort control will
entail the measurement of air temperature, radiant temperature, humidity and velocity and the
calculation of a comfort index against which control action can be assessedefCal1993].
Questions which then arise include: on which criteria should control act so as to optimise occupancy
comfort levels?; and what significant effects does comfort control have on energy requirements? Such

issues are most readily addressed by simulation.

4.4.1.2 Factors impacting on comfort.

Comfort conditions within a zone vary for a number of reasons (Figure 4.5). Many attempts have
been made to formally correlate those environmental factors which influence comfort by influencing
bodily thermal equilibrium [Legg, 1991]. One of the major influences is that of radiant transfers
[Bloomfield and Fisk 1981]. Therefore, the ability to model dynamic radiant and mixed air-radiant

temperature profiles, and to incorporate these into simulated comfort control strategies, is essential.

Much of the work on modelling thermal comfort response relates to a model of thermal
response within an environment with temperatures thatarstantwith time. Based on such models,
many of the professional bodies draw up schedules of 'design’ temperatures for different activities and
spaces [CIBSE, 1979 and ASHRAE, 1974]. Comfort control modelling techniques iratiséent

domain are now described.

4.4.1.3 Comfort control: numerical modelling approach.
As regards thermostat modelling, Clarke [1985] argues that the sensed temperature which should be

assumed for control purposes is:

N
Z Ysibsi
8. = aby +(1-a) = (4.1)

Z Vsi
i=1

where 6. is the sensed temperaturg,, is the local node air temperaturg,; is the surface
temperatureN is the number of surrounding surfaces in visual conjgcts the surface solid angle
subtended at the controller; ands the controller convective weighting facfofhis equation takes

full account of the sensors local air temperature and radiant exchanges with surrounding surfaces.

T Numerical approaches for modelling mixed air-surface temperature control together with mixed air-surface actuation
are described by Clarke [1985].
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Figure 4.5Parameters impacting on comfort levels.

To account for local velocity effects, control may be on dry resultant temperature. Dry resultant
temperature is formally defined as the temperature recorded by a thermometer located at the centre of
a blackened sphere, 100mm in diameter [Jones, 1985]. It is approximately defined for most practical

purposes by:

Ot + 3. 17HairVV
8= —m————— 4.2
res 1+3. 17V ( )

where 6, is the zone mean radiant temperature and v is the air velocity (m/s). Assuming an air

velocity of 0.1 m/s for sedentary occupation, Equation 4.2 reduces to the commonly used form:

Bres = 0. 5@ mt + Gair) (4.3)
where the following conditions need to be satisfied [IHVE (how CIBSE) 1970]:

19< 6,0 < 23 (4.4)

and

=5 < (Bt — Bair) < 8. (4.5)

A numerical scheme similar to that described by Clarke [1985] for control on the mixed air-

surface temperature of Equation (4.1) is then possible, only in this case iteration being based on the

dry resultant temperature (Equations 4.3-4.5) satisfying desired conditions, subject to user-defined

plant limiting conditions.



Stage 1.At each building-side simulation time-step, the building system control
equation set (Equation 3.8) relates the control node (sensor location) temperature to
the required plant capacity injected at the actuation point (assumed in this instance
to be the air point);

Stage 2The control point (air) temperature is guessed and the required flux input -
subject to any user-defined limiting conditions - determined from Equation 3.8;

Stage 3.The backward substitution process of 3.4.4 is then implemented to allow
determination of zone surface temperatures;

Stage 4An iteration scheme is then invoked in which the control point temperature
is adjusted until the evaluated dry resultant temperature is within prescribed limits,

subject to any existing plant limiting constraints.

As indicated in Figure 4.5, radiant transfer and local air velocity are not the only significant
parameters impacting on comfort. Fanger [1967] has succeeded in proposing a comfort index -
Predicted Mean Vote (PMV) - which allows the determination of thermal comfort in terms of a range
of factors: activity level, clothing amount, dry-bulb temperature, mean radiant temperature, relative
humidity and air velocity. Fanger’s comfort equation defines comfort for the case where a function of

the relevant variables equals zero, namely:

OoH 0
fDAiD y |C|! ta, Tmrtv @Pa, VD= 0 (46)

where H is the internal rate of bodily heat production (relative to the activity)AMVis the Du Bois
bodily surface areanf), ! is the insulating value of the clothing® K/W), t, is the zonal dry-bulb
temperature°C), T, is the zonal mean radiant temperati@€)( ¢, is the zonal relative humidity

(%) and v is the local air velocity (m/s).

This index predicts the mean value of the vote of a large group of persons on a seven-point
thermal sensation scale, ranging from hot (+3) to cold (-3), with zero being a neutral or 'most
comfortable’ state. The aim with PMV control is to hold the PMV as near to zero as possible, thus
indicating a high level of comfort for the majority of occupants within the zone; a PMV value of zero
indicating 95% of people being satisfied. An associated parameter is the Predicted Percentage

Dissatisfied (PPD), which is determined from the PMV for several positions in a room.

Henderson [1992] details how energy can be reduced if, under certain circumstances, control is
related to the predicted mean vote (PMV) levels in a building. Fisk [1981] argues that the mean square
error about the preferred resultant temperature is simple to implement and relates to both the mean
value of the PPD and to the probability of occupants taking unprompted action to change their thermal

environment.

Pernot [Clarke 1995] describes the installation in ESP-r of algorithms for the determination of

PMV and other comfort performance criteria. Enhancement and extension of this work allows the



development of a numerical scheme - similar to that described in Section 4.4.1.3 for modelling dry
resultant temperature control - for modelling of control based on the PMV comfort parameter. In this
case, iteration is now on PMV rather than on dry resultant temperature, the acceptable tolerance of
iteration on PMV being user-defined. When comfort is calculated, assumptions are usually made for

the metabolic rate and clothing values, and these parameters, too, are user-defined.

In order to demonstrate controlling on comfort criteria (PMV) for the test zone problem,
consider the control schedules shown in Table 4.3 in which two schemes are specified: one for fixed
set point control on air temperature; the other attempting to hold the PMV value within prescribed
limits. The results for a 1 day simulation using a 30 minute time-step are shown in Figure 4.6 from
which it can be seen that, in this instance, whilst both schemes offer satisfactory comfort levels during
the occupied period (09.00-17.00), control on PMV provides both reduced overall energy demand and
also increased comfort levels during the morning period. Generally, PMV control would be expected
to yield better comfort conditions (assuming the tolerance band is small), but not always with a
reduced energy requirement. Clearly dwerall benefits of occupant comfort may be more than any

perceived savings from energy costs alone, e.g. decreased absenteeism and increased productivity.

Table 4.3: Schedule for control on comfort conditions.

Fixed flux, fixed set point controller

Sensed Actuatof  Actuateq 00-00-09.00 09.00-17.00 17.00-24.00
property location variable Mode Mode Setpoint  Capagity Mode
Temperature Air point Flux Free-float Fixed flux 18@ 2000 W Free-float

PMV controller.

Sensed Actuator  Actuated 00-00-09.00 09.00-17.00 17.00-24.00
property location variable Mode Mode Set point  Capagity Mode
Temperature Air point Flux Free-float PMV 0.0 +/-1.0 2000 W Free-float

4.4.2 Multiple point sensing.

Multiple point sensing capabilities are possible in all ESP-r control subsystems. In each subsystem,
a control point sensor requires to be specified as for the case of single point sensing. For building-side
control, this control point sensor then acts to direct the numerical solution type (Section 3.3).
Auxiliary sensors are then specified. These sensors do not influence the sgiotiponly the
solution itself. The auxiliary sensed condition(s) may be any nodal property, boundary condition,
control system parameter, etc, as listed in Table 3.1. There is no theoretical limit to the number of

auxiliary sensors although software considerations may impose some practical limit.



"——wf:_\::‘_if\‘\h_

- .J.....q..--". T Eai B

- - i TRV plww g

Sreoil Ferdark

Dove ridie b pEwsiliveg Bl el bl
Lomn

s rau_?ﬂ& =
Porioc: Hed 3 For BRI foc Hed 5 e 2330 TERR: 19D Poriod: Hed 5 For BRI toc Med 5 e E27R30 TERR:IEED
Tim# qraps) 6ink GiN, micscl Fs Tins gbipsl iinl G, sicusl s

B h
—L
_\,z
i, 08 —E T L
T 8 & & & & J
o Hoars
T AT T }---ﬁ]---\.m& B |

R-'IJ:-IEIH b sl e uded Sl

ek irg Lzl b Ak ing Lol oreg
1 oy Ereipy M o He.. #f (LR ] By B, o Esiimd M of
hibrad brorgd  didbexl  beored kel brorgd  idbexl  beored
1 Feelin i B0 -lookE B 1 FecoplLow i b TN B
ik o -t H H Ll .8 2w
[§] 1 armlir Anabymin: erginies S eereSutrats an i ]
r——1- 3T o 5 i
= JLE Lo s | FE3 s, T
Fisin| B b Foger predifobod meny walin, P9 o jredi ool Haa: Pl i Frger pradicsd s woa. Pl 10 mraticied
ety wota faand om C1 rathar wiae T0, o vt (e om £ rother Gl 10,
Celort asams for recption os Dem % of w4 Cndert grovyrers: For roepskion or D S of weih d
Feniwing |wal B 00 Clogorg el O30 G peed B LD Frivibg (el 000, [l Sessl GLN0, Bir pemd 0.1
Dol wown rociank b gy Irindr whn radal s e
Fimp  E=gir twri mls CET PR PRV T [oefpr anrermserd Time  m-dir bl pel b WD PR PN PD Defel ssisansd
wid liaeg L ddeg BT fae Li E-0 i-i <8 [ shral g CF ldepall IR) (e E1 07 =1 im el on FRY
[ I 1 {158 G, dHd -0 o0l B el ekl 0% W T T, Bl S il X coal. e hsmant
LS Ird  ISE . H0 08 U 7. mal. vk G dki iRE G, e o0 AE0 B oewl el
b e kE R, WA a0 S el ke S8 a0 BmE O, WY = -0l B coal. arehsaent
TE OSSO 1fT M, W4 <L 0% L cosl. et S OBA IBE B MA -LH a® L ol ewleeenk
df T iR W, WA L U N, el ermiewsend a8 T O IBD W, WA <L ON N, oal. achmand
BE RS 1 41 W <LAl <l B, wal. eplend S OME IR0 M, J\A -LIL -l E. coal ewlbeend
ES R4 OWE W HA L1 CLE W ool erelewend 5 4 HE 0, Ha LT AL N ol e Hadant
TE T I8F 4, KL =L 90 2, el aoHalEnd TS BT INT 4. AR -l 0% B cml. e et
BES INT 188 M. TGO -LR <M W el owlkewend BE dnd B a2, T <108 0, . i bkt
RE i IEE M, T4 050 N iR algecly cosl. mceptulils 1% BT IRl WM. NE 0N A A porferiene plesent
We ¥A IRE M TS Gfl AR IR slisetly coul. eceeishle wh o7 wE W, 0o Gl AW B el §lsset
A i 4 W, 3l -GET  if, showly sl ceptekls e B oy WM AT 0 A L et pleemek
S LT IS WM. NLT W 0l % cow'erisble rlemnd b om,T Wi om0 ol il b sedelaos plemed
E S el W, o8 S0 il 6 el plesket IS 1S Wy W, 3D =5 ol R cosfertibe pleaset
B2 ITE: 1E.4 T, DOE 0 Ol L posteriable Flesmand wh BAA R s, 30D -l Al B oowferidle. plemad
Wik It gEd m, oa S0 o L e EYE nE Nz (1'% 3 M., 24 =008 <04 B cowleriahe. Bl
R ITA  LNT W, DT 0T Oy Lk cowfertabdd plesank ®E A wmE m e o ol b celebbie pleee
pRE Fd ifa B, #4 G ol 1], sy o, sombakin s HI ML =, A7 0T A8 I algnly cal. sostsils
W LB B o] <M b L. elegiely coal. mcscisbls Bs O JAF Lre . W] -8 -9 15 glowklu ooml- eooeshakle
MWL IRF 1Ea L . I I R | e | HE OIrE Ed 20, 85 090 O 15 ceall webedant
AR 18T M MY <Al S f, wal. aoHeland we IrA  Ee D, Ml -l e I poal. e lemand
IS EE 184 W RS LI -LA N poale eewlesvend HE B4 ML M 0L - AW N, wal ki
EEL i IBd K, #Hi -L08 - B, ol apkaiend oe BT OINT M |7 -L:® L 5 poal. ewhennd
IS BT W W ILT -lm -] . poal. urElmrnd e A ue W, A -3 R 3L el el
i I I : e | | EREs

Figure 4.6 Control on comfort criteria (PMV).



As described in Section 3.3, at each simulation time-step the subsystem control functions are
processed in order to establish control system influence, at which juncture all specified sensors

(control point and auxiliary) are established for subsequent processing by the active control algorithm.

Example discrimination strategies include controlling on:
- the mean resultant air temperature of specified zones;
- the lowest fluid flow rate through a flow component/connection;
- the greatest parasitic heat loss from any specified plant component;
- the fastest rate of change of a control system variable (e.g. controller output)

- the root-mean-square of a controller error (i.e. set point - sensed condition).

Additionally, standard and/or customised complex control logic can be imposed on the basis of
a multitude of sensed conditions. For example, in the case of the fluid flow control subsystem,
open/close operation of specified windows can be undertaken on the basis of some user-specified

function of internal and external sensed conditions.

Such schemes are depicted in Figures 4.7(a) and 4.7(b), where the single zone test case has
coupled plant and fluid flow networks. As listed in Table 4.3, for case (a) a single point sensing
control strategy is imposed; in case (b), the plant subsystem has a discriminating control strategy
applied to the multiple sensed conditions, whilst the flow control subsystem has combinational logic
control imposed on the basis of a range of internal and external conditions. The results indicate that, in
both single and multiple point sensing cases, chiller flux (Figures 4.7(c,d)) and window air flow rates

(Figures 4.7(e,f)) are controlled according to the specified schedules.

4.4.3 Multiple point actuation.

The numerical methods described earlier allow flexibility in modelling single input, single output
(SISO) sensor-controller-actuator control loops. It is possible, however, to enhance and extend these
schemes in order to further increase flexibility and accommodate multiple control loops and multiple
input, multiple output (MIMO) systems at the zone level. Numerically, different approaches may be
possible in order to achieve this end [Baaal 1977, Gerald and Wheatley 1984]. A scheme based
on multiple passes being made at each building-side time-step is now described.

Stage 1At each pass, the building system control equation set (which includes the
control point temperature and the plant injection) is reduced and solved in terms of
control system characteristics associated with the current control loop as described
in Section 3.4.3.

Stage 2As before, backward substitution then allows all other nodal temperatures to

be determined.



Table 4.3(a): Single point sensing control schedule

Control loop Sensor Artmator Controller output Control acion Setop oint Thmtﬂo.ing range
(€ (€
Location Variable | Locaton Variable Max Min
Plant Zone air point  Temperature | Chiller Flux 2000 (%) 500 (w)|  Proportional 185 3
Flow Zone air point  Temperature | Window Flow rate Open Closed Cr-off 20 —
Table 4.3(h): Multiple point sensing control schedule
Control loop Bensors Actator Controller ourput | Control action Control logic Throttling range|
0
Locatons Variables | Location  Varable [  Max Mfin Y
Zone air point Temperature The controller modulates
if the arithmetic mean of
Plant Supply doct Temperatore | Chiller Flux | 2000 (W) 500 (W)| Proportonal | the sensed temperatures 3
falls within the throttling
Eetun duct  Temperature band: 17 - 20 (DC)
Zone air point  Temperatire The window opens if the:
Z0ne alr ternperature > 18(0(3)
External Rel. humidity AND
Flow Window  Flowrate| Open Closed On- off relative hurridity < 70% —
] AND
External Wind speed wind speed < 4 /s
AND
Extemnal  Diffuse radistion diffuze radiaton > 100 W2
Legend
O Sensur
Controler type 064-002- 103
Controller type: 064-002-089
mm  Actuator (plant component)
= Actoator (flow component)
o ol # | Remm condiions
Chiller T
Chilr al ¢ Sy
UppYY
K — L ® J
— - /
. i pot External relative homidity
i poiie
G2 @ Wind velocity
Diffose solar radiation.
Window
Window

(a) Single point sensing control strategy

(b) Multiple point sensing control strategy

Figure 4.7 (a-b)Single and multiple point sensing control strategies.
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Stage 3.0nce all zones have been thus processed, the simulation time clock is
adjusted to the start of the current time-step (using time-clock control techniques as
described in Section 5.3), and a different zone CE extracted in the forward
reduction process. This CE is subsequently solved in terms of the control
characteristics imposed by the control function mapped to this zone.

Stage 4.This procedure is carried out until all zonal control loops have been
processed, at which stage all zonal control point (sensor) conditions are held in
memory. Iterative successive substitution of plant fluxes is then imposed on the
above procedure, untill zonal control points are within some specified tolerance
for successive passes, at which stage the simulation proceeds onto the next time-

step.

A practical application of where such a modelling facility is required is in the case of multiple

radiators operating at different locations within the same zone.

4.5 OPERATIONAL CHARACTERISTICS.
4.5.1 Scope.
In this Section, the modelling of sensor and actuator operational characteristics in a software

environment is discussed. Time-dependent characteristics are elaborated in Chapter 5.

4.5.2 Installed characteristics.

Models for non-ideal sensors and actuators are depicted in Figures 4.8 and 4.9, respectively. The
operating characteristics of interest in this section, and which may be superimposed on the
dynamically simulated sensed/actuator variable signals [8eahi989] include:

Offset: A typical instrumentation failure mode caused by miscalibration or the
sudden change in sensor location, e.g. due to mounting bracket failure;

Drift: An instrumentation failure mode which can be simulated as a changing offset
over time. Sinusoidal variations represent process disturbances which have time
scales approximating to those of the controlled process. An example includes steam
trap dynamics in heating coils. A typical output device failure mode is caused by
miscalibration or changes in power supply voltage or supply air pressure (fixed
offset). Leakage in pneumatic transmission lines can be simulated as a changing
offset over time.

Minimum output change (Preloadjicremental interface devices sometimes produce
proportionately larger control signals for small changes than for larger changes;

Output stiction:Most mechanical devices which change position in response to a
change in control signal exhibit static frictional effects to some degree. This effect

retards system response to small output changes;



Actuator hysteresisMechanical backlash is a characteristic non-linearity of most
HVAC control components, and can greatly influence the dynamics of the control

system.

Fixed and time-dependent off¢iir sensed and actuator signals) can be described mathematically by
a fixed constant, a linear function of time and a sinusoidal function of time according to the following

relation:
_2mt O
Offset=0; + ot + Asin(—03 4.7)
oPo

whereo; is the fixed offset (W)g, is the slope of the linear variation in offset with elapsed time

(W/hour),Ais the amplitude of the sinusoidal variation (\W)s the time period (hours).
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Figure 4.8Block diagram of non-ideal sensing element (Seeal 1989).
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The effects of offset on an actuator signal are shown in Figure 4.10, where fixed, linear and
sinusoidal offsets are superimposed on the actuator signal of a building-side controller (all other
simulation parameters being unchanged). The control schedule is listed in Table 4.4. The actuator
signal (flux) profile indicates a sinusoidal characteristic gradually being offset in the vertical axis,

resulting in an increase in the control point (air) temperature.
Hysteresisnay be estimated by employing the following relationship:
IF(X; > X-1) THEN
d; = MAXIMUM[ di_1 + X;—q - X, -h]



ELSE
dt = MINIMUM[ dt—l + Xt—l - Xt, h]

Yi = X + 0 (4.8)

wherey, is the output at timég x; is the input at time, d; is the difference between the output and
input at timet and h is the maximum deviation between the output and input. The subsdript

denotes values at the previous simulation time-step.

Minimum output change (preloadhd output stictiondiscontinuities can be specified prior to

simulation, since these are normally available from manufacturers published data.

Software functions for these non-ideal characteristics (written in Fortran 77) are available for
use by all ESP-r control subsystems at any given simulation time-step. One or more characteristics
may be superimposed on any number of control loop sensed and/or actuated variable(s) prior to being
processed in the numerical schemes of Section 3.3. For example, in the building-side control
subsystem, at each simulation time-step control loops call the subroiutinen order to establish the
ideal sensed condition. If non-ideal sensor mode is flagged, this subroutine in turn calls the non-ideal
functions as required summing up the individual adjustments to give a total adjustment to be
superimposed on the ideal signal. Similarly, if non-ideal actuator mode is flagged, then at each time-
step - immediately prior to returning tldeal controller output signal to the numerical solver - the
required functions are processed in turn to determine the total adjustment to be superimposed on the

actuator signal.

Table 4.4 Non-ideal actuation: control schedule.

Control | Heating Sensed Actuated Actuatar Set
law capacity property variable location point
Fixed flux 1500 W Air Flux Air point 26C
Control period Offset parameters
Start Stop Fixed offset  Linear offset Amplitude Period
00.00 24.00 100.0 W 30.0 W/hour 200 W 8 hours
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Figure 4.10Effect of non-ideal characteristic (time-dependent offset) on an actuator signal.

Several schemes for modelling building control systems spatial elements have been described,
The following two Chapters proceed to explore techniques for modelling system temporal and logical

elements.
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Chapter 6
BUILDING CONTROL SYSTEMS: THE LOGICAL ELEMENT

This Chapter focuses on modelling the logical element of building control systems.
Two main themes are pursued: firstly, modelling the hierarchical nature of practical
system logic structures; and, secondly, introduction of the concept of energy

simulation assisted control.

6.1 INTRODUCTION.

The ‘logical element’ is a generic term encompassing the functional and strategic aspects of
building control systems. BEMS exist primarily to optimise comfort and energy levels and increase
occupant and building safety. The principal logical element deployed to achieve these conditions is the
controller. Modelling this element requires consideration of the hierarchical nature of BEMS, the
development of simulation assisted control techniques, together with an assessment of commissioning

methodologies and reliability appraisal schema adopted in building control systems (Figure 6.1).

6.2 HIERARCHICAL CONTROL SYSTEMS.

Microprocessor-based controllers used as data gathering panels (DGPS) have led to a
hierarchical configuration in BEMS, with management, operations, system and zone-based levels of
control as depicted in Figure 6.2. Energy systems modelling facilitates system-level and zone-based

levels of control.

Systems-level controllers have greater processing capacity than zone-level controllers in terms
of number of points and control programs, and can therefore handle multiple direct digital control
(DDC) loops and the complex sequences associated with air handlingvdxfitsystems and central
chiller plants. They serve to integrate the multiple subsystems and provide global supervision such as
closing down all plant in the event of some limiting and/or safety condition being reached. Controllers
at this level interface with controlled equipment either directly through sensors and actuators, or
indirectly through communication links with zone-level controllers. The strategy and logic underlying
systems-level control are contained witlgilobal functions;these functions being resident in either
system-level or the operations-level processors (Figure 6.2). Processors containing these functions
affect inputs and outputs throughout the BEMS network and act to optimise, supervise and orchestrate
the lower level zone-based control loops and, as necessary, serve as a conflict resolver should
contention exist between control loops. For example, a zone-level controller may call for ventilation
during the ‘off* cycle of a duty cycle for the ventilation fan; the system-level controller then decides

whether or not to override the duty cycle.
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Figure 6.1 Building control systems: the logical element.

Zone-level controllers are microprocessor-based controllers that provide direct digital control of
zone-level equipment, including items suchvAY boxes, heat pumps, single-zone air handlers, etc.
Energy management software can also be resident within the zone-level controller. At the zone level,

the sensors and actuators interface directly with the controlled equipment.
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Figure 6.2 Hierarchical BEMS Configuration.

The performance of each control loop will depend on the performance of the loop above and

below it in the hierarchy, and the behaviour of local loop controls can only be evaluated in the context

of the whole system [Haves and Dexter 1989]. Moreover, the accuracy with which the microcomputer

controller’s operation must be modelled and simulated will depend on the nature of the associated

control loop and its importance within the overall control structure [Dexter 1988]. Models for higher

level loops can often assume ideal behaviour of the lower level loops, whilst models require to be

more detailed and realistic as the level of control decreases down to sensor/actuator (‘local loop®)

level.

The modelling of control systems logical elements is now described. Tables 6.1-6.5 summarise

developments made to the ESP-r controller library during the course of the present work.



Table 6.1 Building-side control functions.

00 Mixed temperature control 01 Ideal control 02 Free-floating control
03 Ideal pre-heat/cool control 04 Fixed flux injection/extraction 05 Proportional+Integral+Derivative (PID) contFoI
06 Building-plant linker 07 Multi-stage control 08 Constant-air-volume control (CAV)
09 Heat pipe control 10 On-off control 11 Pro-rata control (ideaT)
12 Pro-rata control (on-ofﬁ 13 Time-proportioning contréi 14 Floating ('three-position’) contrgl
15 Fuzzy logic contro% 16 Null controli 17 PMV controlT
18 Humidity controir 19 Variable Air Volume (VAV) contro]L 20 Materials thermo-physical properties change control
Table 6.2 Plant-side control functions.
00 Switch off control 01/02 PID flux/flow controF
03 Numerical control 04 Optimum start contrdf
05 Proportional damper control 06 Null controF
07 Duty cycle contro* 08 Two-Position contro%
09 Multiple input two-position contr& 10 Zero energy band contr%l
Table 6.3 Flow-side control functions.
00 Two-position control
01 Controller with hysteres?g
Table 6.4 Global control functions.
01 Switch off controF 02 Capacity management con&ol 03 Sequence contr%l
04 Parameter reset cont;rol 05 Scale and offset contrjél 06 Free-float contr&
Table 6.5 Energy simulation assisted control (ESAC) functions.
Ola Optimum star:'f 01b Optimum stog 02 Optimum set—bacT( 03 Optimum sensor/actuator location
04 Control mode optimisatiop 05 Duty cyclingT 06 Load sheddin.gr; 07 Load balancing

oo Refined during the course of project.
T Developed during the course of project.




6.3 ZONE-LEVEL CONTROL FUNCTIONS.

BCLO5: Proportional+Integral+Derivative (PID) controller.

Modulating controllers may use one or a combination of three modes: proportional, integral or
derivative [Ogata 1987]. When all three modes of control are used together in the same controller, the
mode of control is called 'three-term’, or ‘PID control’. (At project commencement, this controller

was a basic proportional only controller).

Two forms of microprocessor PID regulator exigtsitional and velocity (or incrementall
Controllers using the positional algorithm are used with continuous (analogue) actuating devices.
Velocity PID regulators are often used with actuators that have naturally incremental output, e.g.

stepper motors, where a pulse moves the shaft through a certain rotation, or step [Bristol 1977].

The classical PID algorithm has the following form:

u(t) = p[qe(t) + = J‘ e(t)dt+TD (t)D (6.1)

where u(t) is the control action at time t, e(t) is the error at time t, Kp is the gain (= 100%/PB, where
PB is the ‘proportional band‘), Tl is the integral action time constant (seconds) and TD is the

derivative action time (seconds).

This equation can be transformed into a difference equation by discretisation. The derivative is
replaced by a difference of first order and the integral by a sum. The continuous integration may be
approximated by rectangular or trapezoidal integration. Applying rectangular integration [Isermann
1981] gives:

u(kt) =K pE(e(k)t)+ Z(e(h 1)t)+f((e(k)t) (e(k - 1)t))D (6.2)

where TS is the sampling interval.
Equation (6.2) is aon-recursivecontrol algorithm. This is because the sum is taken allepast
errors e(k) which have to be stored. Also as the overall change, u(k), of the manipulated variable is

produced, this algorithm is callegasitional algorithm.

However, recursive algorithms are more suitable for programming on computers, and it is for
this reason that they are installed in microprocessor-based PID controllers. These algorithms are
characterised by the calculation of the current manipulated variable, u(k), based on the previous
previous manipulated variable, u(k-1), and correction terms. To derive the recursive positional
algorithm, the integral term is approximated by the more accurate trapezoidal integration, and the
derivative term by a two-point difference form [Ogata 1987], giving:-

O TS & e(ht)
u(kt) = K,(e(k)t) + e > (e(h-1)t) + > + — [e(kt) e((k - 1)t)][| (6.3)
0 h=1



If instead of the ‘overall change’, u(kT), of the manipulated variable being produced, only the current
change in the manipulated variable, u(kT) - u((k-1)T), is calculated then the resulting algorithm is
called avelocity algorithm. Doing this for a Pl controller, and using a rectangular integration

approximation [Levermore, 1992], gives:

u(kt) = u((k = 1)t) + K [e(kt) - e((k = 1)t)] + -_rl_—lse((k = 1r). (6.4)

In the case of the full velocity PID controller, and using a rectangular integration approximation

[Clark 1985]:

u(kt) = u((k = 1)t) + Ag(kt) + Be((k — 1)t) + Ce((k — 2)t) (6.5)
where:

TS TDD
A=K EIL (6.6)

"D Tl TSD

_ TDD

B——Kpgl+2 TSD (6.7)
C=K, TI_—Z . (6.8)

Alternatively, if a trapezoidal integration approximation is used for the velocity PID controller

[Isermann 1981], this gives:

u(kt) = u((k — 1)t) + Ag(kt) + Be((k — 1)t) + Ce((k — 2)t) (6.9)
where:
O O
A:Kp[n+0.5T—S+ ED (6.10)
0 TI TSD
O O
B:—Kpgl+ZE—0.5T—SD (6.11)
0 TS TI 0
TD
C=K, Ts- (6.12)

Note that whilst the discrete-time algorithms are only approximation to continuous-time

controllers, they ariglenticalto those algorithms installed in the actual processors [Dexter 1988].

All the PID controller types described above are available withBeO5 function. As an
iterative solution is employed in ESP-r, there is the complication that it is not known whether the
current iteration is the final iteration of the current time-step until the iteration is completed. Thus, the

updated state of the PID controller is saved at each iteration, along with the old state. If another



iteration is required at that time-step the updated state is discarded and the controller reverts to the
previous state. On the first call to the next time-step, the updated state (saved from the last iteration of

the previous time-step) becomes the old state of the controller for the next time-step.

The proportional gain (Kp), integral action time (TI) and derivative action time (TD) parameters
are required as input to ESP-r. Establishing suitable values is known as ‘tuning‘, a process which is
non-trivial. In addition, a controller that is tuned for one load is unlikely to perform in an optimal
manner at another load because of the non-linearities that are typically encountered in HVAC systems.
Furthermore, thesequencen which multi-loop systems are tuned may also be critical in practical
situations. Several methods for manually tuning these algorithms are used in practice, ranging from
‘trial and error' to the more systematic use of rules developed from those proposed by Ziegler and
Nichols [1942]. However, for more complex processes such as those with significant dead-time, these
rules can be difficult to apply and moreover tuning needs to be re-initiated if the plant dynamics vary

significantly during operation.

The tuning process for simulation purposes is identical to that which has to be carried out in
practice by control engineers. Firstly, the gain has to be selected. For close, accurate control, the PB
must be narrow. For example, consider a heater battery; if the PB is too narrow, the heater is
constantly changing its output, forcing the actuator (e.g. a valve) to operate more frequently than is
necessary. This can cause excessive wear and tear and result in poor control. Too wide a proportional

band results in poor control since a large offset occurs.

Having determined the gain, the Tl and TD constants must now be determined. Building plant
systems are typically ‘stiff in nature, i.e. they have a wide range of time constants. For this reason, Tl
and TD will vary from plant item to plant item. Typically for building services plant TI and TD will
have values around 200 and 500 seconds respectively [BEMS Centre 1988]. For example, a hot water
cylinder will respond slowly, its temperature creeping up over hours rather than minutes; a heater
battery, on the other hand, can change the temperature of the hot air supplied to it within seconds or
minutes. The integral action time constant and the derivative action time constant have to relate to the
response of the particular system they are controlling. If the PID settings are guessed or determined
incorrectly, the temperature may continually oscillate. If the Tl constant is set too low, then this will

produce continual oscillation of the controlled variable around the set-point.

In practice, the sampling interval must be selected with care. Typically, it should be 10 to 30
seconds for temperature control and 1 to 5 seconds for pressure systems. In discrete simulation, such
as with ESP-r, the time-step can be matched to the sampling interval or some (sub)multiple of it as

deemed necessary to cope with system dynamics (Section 5.3).



BCL11: Ideal multi-sensor pro-rata controller,

BCL12: On-Off multi-sensor pro-rata controller.

These controllers act to bring the temperature of the associated zone to a value determined as a
function of the sensed temperature at other locations: the former in an ideal manner, the latter in on-off

mode.

The flux injected to a zone may be expressed in terms of the present time-row temperature:

B3~ Bl6.y

ap = (6.13)

where g, is the plant flux injection (W)@, is a function (i.e. maximum, minimum, average or
weighting) of the multiple 'auxiliary’ sensed conditions at the present time<¥Gyvanhd B1, B2 and

B3 are the adjusted system matrix coefficients. This equation is used to evaluate the heat flux
according to ideal or on-off regulation and any specified capacity constraints. In any event, the future
time-row control point temperature may be evaluated from:

6, = 22 B (6.14)
° Bl '
whered, is the zonal control point temperatufeQ), q, is the plant flux injection (W) and B1, B2

and B3 are the building control system equation set coefficients.

Consider a 3-zone building with Zone_1 free-floating and pro-rata control (ideal mode) applied
to both Zone_2 and Zone_3. Here, the control strategy, for the entire simulation period, is for the
Zone_2 air point to track Zone_1 with a°Q offset, and for the Zone_3, surface_4 temperature to be
held to a weighted average of the external and Zone_1 dry bulb air temperatures (20% and 80%
respectively) offset by -3 deg.C. (The control logic for Zone_2 models practical situations such as
store-rooms, corridors, etc, where the air point temperature is held several degrees lower than an
occupied zone. The control logic for Zone 3 is representative of research and development
applications, e.g validation studies.). The results for this control regime are shown in Figure 6.3.

Heating and cooling restrictions are also allowed in this model.

BCL13: Time-proportioning on/off controller.

In proportional modulating controllers, the output signal is proportional to the error signal.
However, a commonly adopted BEMS strategy is to switch ON/OFF devicgsefmds of time
proportional to the error signal [Honeywell 1989]. Thistime proportional controlijmplemented

with a loop module connected to a time proportional driver (Figure 6.4(a)).
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The user-specifietbtal cycle period timet¢) and the minimum ON and minimum OFF cycle

periods {,,, andt.; respectively) are converted from seconds into equivalent numbers of simulation

time-steps from:

_. N
Ne = t¢ 3600 (6.15)
and
N
mn = tmn W:)O (6-16)
and
_ Ny
mf tmf 3600 (6-17)

where N, is the total cycle period (time-step$y,,, is the minimum ON period (time-step,s iS
the minimum OFF period (time-steps) aNg is the number of simulation time-steps per hour. The
proportionality ratio is then calculated from:

_ Nc - (Nmn+ Nmf)

K. =
P (Spoff - SPon)

(6.18)

whereSP,; andSP,, are the OFF and ON set-points respectively.

At the start of each complete cycle period, the number of simulation time-steps that the plant is

set ON,N,,, is evaluated from:
Non = (Nc - Nmf) + Kp(es - SPon) (6-19)

whered, is the sensed condition.
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The model installed in ESP-r incorporates time-step counters to track the building-side time-
step in order to synchronise ON/OFF times and maintain the specified heating and cooling time
proportions. Discrete time simulation of this type of controller necessarily requires a small building-
side simulation time-step (i.e. 1 or 2 minutes) in order to capture the dynamics and describe any
benefits accruing from the control action. The characteristic variation in ON-OFF times resulting from

time-proportioning control action is shown in Figure 6.4(b) for a 1 minute simulation time step.
BCL14: Floating ('three-position’) controller.

Floating control (often callethree-position contrglis a variation of two-position control and is
available in most practical microprocessor-based control systems. Floating control is so called because
the final control element floats in a fixed position as long as the value of the controlled variable lies

within a dead band or ‘neutral zone' (Figure 6.5(a)).



Heating and cooling cycles are available with this control function; the following routine is for

the heating cycle.

The following parameters are user-specified:

HSP = heating set-point),

HDB = heating deadbandQ),

HUPDIF = heating "shut switch" differentidl),
HLODIF = heating "open switch" differentidl),
QHM = maximum heating flux (W),

QHN = minimum heating flux (W),

HROC = fractional change of heater output,
QHLAST = actuated flux at previous time-step (W),
LASTH = logical variable indicating actuator status (increasing/decreasing) at previous time-step.
DELTQH = QHN + (QHM-QHN)XHROC

At each simulation time-step, the future time actuated flux is established from the following logic

routine:

IF 8. > HSP - 0.5(HDB) ANDd, < HSP + 0.5(HDB) THEN QH = QHLAST and LASTH ='INC’

ELSE IF6; >= (HSP + 0.5(HDB) + HUPDIF) THEN QH = (QHLAST - DELTQH) and LASTH ="INC’

ELSE IF6, <= (HSP - 0.5(HDB) - HLODIF) THEN QH = (QHLAST + DELTQH) and LASTH ="INC’

ELSE IFf, >= (HSP + 0.5(HDB)) THEN
IF LASTH = 'INC’ THEN QH = QHLAST - DELTQH and LASTH = 'INC’
ELSE QH = QHLAST and LASTH = 'DEC’

ELSE IFf, <= (HSP - 0.5(HDB)) THEN
IF LASTH = 'INC’ THEN QH = QHLAST + DELTQH and LASTH = 'INC’
ELSE QH = QHLAST and LASTH = 'DEC’

If necessary, limit controller output:
IF QH < QHN THEN QH = QHN
IF QH > QHM THEN QH = QHM
whereg, is the sensed control point temperati@)(and QH is the actuated flux at the future time-
row (W).
As with the time-proportioning controller, time-step considerations are of particular importance.

In this case, the building-side time-step must be matched to the system dynamics, which will be



largely dependent on the rate of change of the actuator signal. (In this respect, the time-step controller,
TSCON_6(Section 5.3.4), which tracks control system dynamics and adjusts the simulation time-step
accordingly, may be employed with this control function). Figure 6.5(b) shows the response of a

floating, three-position controller for a simulation time-step of 1 minute.
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Figure 6.5(a)Floating ('Three position’) control action.
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Figure 6.5(b) Floating control action: sample results set.



A variation of floating control igproportional-speed controlin this type of controller, the
farther the control point moves beyond the dead bandfa#ter the actuator moves to correct the
deviation. This is modelled by varying the number of time-steps before implementing controller

output, in accordance with deviation from the user-specified dead band.
BCL15: Fuzzy logic controller.

Recent research in the field of building control systems design has focused on the use of so-
called ‘fuzzy logic' controllers [Jamshiéit al1993]. The advantage of fuzzy logic controllers lies in
their ability to emulate the behaviour of a human operator, which is based on ’'vagueness’ or
'linguistic’ rather than quantitative criteria. For this reason, the application of fuzzy control techniques
is useful whenever a well-defined and meaningful control objective cannot be modelled in a simple
way.

Models for fuzzy logic controllers can be installed in ESP-r for all building, plant, lighting,
power, CFD and network flow control simulation. The following is a description of a fuzzy logic

incremental proportional+integral (PI) controller model [McCauley 1994] installed as a building-side

control function in ESP-r.

The control action of the fuzzy logic PI controller is made up of four stages as follows.
Stage 1:Establishing, at each simulation time-step, error and change-of-error values.
Stage 2:Fuzzification: conversion of real number input values into fuzzy values,

within a quantised universe of discourse (Figure 6.6). This entails mapping the error
and change-of-error values onto the error and change-of-error membership sets. For
example, in Figure 6.7, the error sign8l], is mapped onto the error fuzzy
membership setk; and E, and the change-of-error sign&i2is mapped onto the
change-of-error fuzzy membership sBiS; and DE,. S1andS2thus 'fire’ rules of
the form:

IF Slis E; AND S2is DE; THEN outputU,
and

IF Slis E, AND S2 DE THEN outputU,

the rules established according to a compositional rule of inference in the form of a
look-up table (Figure 6.8).

Stage 3:All fired rules contribute to the (fuzzy) output signal according to the
minimum degree of fulfilmenor alpha cutof each fired rule. For example, in
Figure 6.7, the alpha cut of Rule 1 (Bf AND DE; THEN U,) is 0.4; similarly,
the alpha cut of Rule 2 (IE, AND DE, THEN U,) is 0.2.

Stage 4:Evaluation of the consequent (defuzzification). The cut fuzzy output
membership set resulting frostage 3is reduced to a single numerical value
representing an actuator signal. Techniques used to achieve this inclegatthe

of-areaor mean-of-max metho@gong 1977].
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Figure 6.9 Fuzzy logic PI control: defuzzification methods.

The membership functions sets (Figure 6.6) and the look-up table (Figure 6.8) employed as an

inference mechanism, are user-defined and held isygtem configuration control file.
The future time-row control point temperature is obtained from the building control system
equation set:

B3 - qupdf
0= ———— 6.20
=g (6.20)
where B1, B2 and B3 are the equation set coefficients carried through by the forward reduction

process and g is the defuzzified output signal.

The model facilitates numerous fuzzy logic controller design parametric and sensitivity analysis
studies. These include assessing the effects of varying the following controller design parameters:
- the number of membership sets;
- the shape of the membership sets;

- the method of defuzzification employed, eamtre-of-areaor mean-of-maximum.



The effect of changing a single fuzzy logic Pl controller parameter (using the membership
functions and look-up table definitions of Figure 6.6 and Figure 6.8 respectively) is shown in Figure
6.9, where the defuzzification method is varied froman-of-maximumo centre-of-area.Both
controllers maintain a control point close to the set-point°@p with slightly less fluctuation in

controlled variable for the case miean-of-maximurdefuzzification.

A comparison between thBCLO5 PI controller and thé8CL15 fuzzy logic PI controller is
shown in Figure 6.10 for a 1-day simulation period run with a 1 minute time-step, using the control
parameters listed Table 6.6. The results indicate that both controllers act to maintain (by cooling) the
zone air point temperature close to the set-point diCl8he conventional control requiring
marginally less energy to do so. Comparing the temperature and energy profiles for the control period
- with results averaging disabled (Figure 6.10(b)) - reveals that the conventional controller profiles are
smoother than those for the fuzzy logic controller; further tuning of the latter (e.g. by changing the

entries in the look-up table of Figure 6.8) could possibly achieve smoother profiles.

BCL16: Null controller.

This controller acts to set its output to be identical to that of the sensed input. The output in this
instance may be temperature or heat flux. This controller is typically used in conjunction with the
signal function generator sensed input described in Section 4.3.2, where it was shown how it is
possible to ‘pulse’ the building, flow and plant components with a wide variety of inputs (e.g.

sinusoidal, square wave, saw-tooth and ramp), for either temperature or flux.

If the future time-row control point temperature is being pulsed, the future time-row plant flux

input/extract is computed from:

B3 - Bl
Up = Tp“se. (6.21)

Alternatively, if the future time-row plant flux input/extract is being pulsed, the future time-row
control point temperature is evaluated from;

9. = B3- BquuIse-

A - (6.22)

An option available with this controller model is a scale and offset feature which allows

adjustment of the controller input, e.g. amplitude and mean value adjustment of a sine wave function.



Table 6.6: Schedule for conventional and fuzzy logic PI control.

Conventional PI controller

Sensed | Actuatof  00.00-09.00 09.00-18.00 18-24.00
property location Mode Mode SP PB IAT Capacity Mode
Air temperature Air point Free-float PI i8¢ 2.0C 60 s 2000 W Free-float

Fuzzy logic PI controller

Sensed | Actuatof 00.00-09.00 09.00-18.00 18-24.00
property location Mode Mode SP I/Psets O/Psets Capacity Mode
Air temperature Air point Free-float PI 18C 5 5 2000 W Free-float
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BCL17: PMV controller.

The theoretical basis, modelling procedure and a sample results set for this controller were

presented in Section 4.4.1, where control on sensed variables other than temperature was discussed.

BCL18: Humidity controller.

This controller acts to control zone relative humidity levels under the influence of an ideal plant
network. An iteration process (similar to that of the PMV controller) takes place at each building-side
simulation time-step. At each iteration the following procedure is invoked:

- the future time-row flux input/extract is adjusted and the control point temperature
evaluated from the building control system equation set;

- backward substitution in the reduced zone and construction matrices then allows all
future time-row nodal temperatures to be computed,;

- the future time-row zone relative humidity level is then evaluated from {Jones,

1985];
RH=-"100.0 (6.23)
SV
where
gS patmOS
= OsPamos 6.24
Pv = F.0. 62197+ gy) (6.24)
and
Dg, = 1010-54(2663.91T-001)Y e (6.25)
or
Dg, = 1000x1 028598 21XL0G;(T)+0.0025T-314231) [y ater] (6.26)

wherep, is the vapour pressure (mbap),, is the saturated vapour pressure (mbar),
PamosiS the atmospheric pressure (N?), gs is the moisture content (kg per kg of
dry air), fs is a dimensionless coefficient ,x7.3x10° +1.00444, wherd 4, is

the dry bulb temperaturéQ)) and T is the absolute dry bulb temperature (K).

This process continues until the relative humidity is within prescribed limits, or limiting

conditions occur.

BCL19: Variable Air Volume (VAV) controller.

One approach to the modelling of variable-air-volume (VAV) systems (ideal plant) is now
presented. Air at constant temperature is supplied at variable volumetric flow rate to the zone under

VAV control. The flow rate required to satisfy prescribed zone temperature conditions is based on the



simultaneous solution of the [ = m.Cp.@s-6:)] and [B16. + B2.q, = B3] equations, to give the
required fluid flow rate:

B3- B1.4,

~ B2.C,(6s - 6o) 6.27)

where m is the fluid flow rate (kg/s)T. and T, are the control point and supply temperatures
respectively {C), C, is the specific heat capacity of the supply air (J/(kg K)) and B1, B2 and B3 are
the building control system equation set future time-row control point, future time-row plant and

present time-row coefficients respectively.

If the required fluid flow rate to obtain the prescribed required conditions is not available, the
limiting value ofmis used in Equation 6.27 which is subsequently solved fofhis, in turn, allows

evaluation of the future time-row plant input/extract from the building control system equation set.

BCL99: Materials thermo-physical properties change controller.

During an active control period, this controller modifies the thermo-physical properties of
nominated multi-layered constructions. The thermo-physical properties (thermal conductivity
(W/m.K), density (kgi®) and specific heat capacity (J/kg.K)) are modified if (1) the zonal dry bulb
air temperature falls outside the temperature range specified by the control function sensor data, or (2)
according to a time-schedule. (The latter option was the contribution from the present work). This

control function is 'nested’ within some other building control function.

This control function is able to manipulate and impose up to three substitute constructions as
follows:

- the sensed condition (air point temperature or time) is tested to see if it is within the
specified substitution range;

- if so, for each specified construction, the substitute thermophysical properties are
read from the construction database, and assigned to the appropriate item;

- if adaptive griddingis active, then redistribution of nodes throughout the new
construction is necessary [Nakhi 1995].

- the building-side matrix equation is then re-established, as described in Section
3.3.3.

In order to demonstrate thermo-physical properties change control, consider the 3-zone building
with time-scheduled property substitution control applied to two constructions partitioning zone_1 and
zone_2. The control function models the time-dependent positioning of sliding partitions by
substituting replacement sets of properties (Table 6.7) for the (identical) constructions between 07.00
and 18.00 hours - all other building configuration parameters remaining unchanged. Figure 6.11
shows the air point temperature and energy requirement profiles for a 1-day simulation, revealing a

decrease in temperature levels for both zones when no partition is present.



Table 6.7. Materials thermo-physical properties change control schedule.
Control Layer_1 Layer_2 Layer_3
period Thermal Density Specific Thermal Density Specific Therma| DensJity Specific|
conductivity heat conductivity heat conductivity heat
WimK) | (kgm®) | @kgK) | WmK) | kgm®) | @kgK) | (WmK) | (kgm®) | @kg.K)
Period_1 180 800.0 837.0 0.02 1.2 1005 180 800/0 837.0
00.00-07.00
Period_2 0.02 1.2 1005 0.02 1.2 1005 0.02 1.p 1005
07.00-18.00
Period_3 180 800.0 837.0 0.02 1.2 10085 180 800/0 837.0
18.00-24.00
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Figure 6.11Thermo-physical properties change control.




6.3.2 PLANT CONTROL FUNCTIONS.

As elaborated elsewhere [Tang 1985, Hensen 1991 and Aasem 1993], plant components may
have variables which are subjected to some control strategy. The plant-side control executive is

depicted in Figure 6.12.

The functions now described are used to impose plant-side control function characteristics and
constraints on the plant network. These functions firstly establish some sensed condition (based on
latest computed values), process it according to the active control logic and subsequently return the
result for processing by the plant-side solvers.

The supplementary data items required for each function are listed in Appendix B.

(weD 1,

| determine vear day runber of present day |

for each control loop
/;7

| serup day type snd period pointers, NDAYT and MPCDT

NDAYT=07

|set data to weekday, Sarmrday, and Sunday format

for each day nype, IDCTYFP

| egtablish start day and finish day numbers, IDE and IDF

| estsblish period start and finish times, TPS and TPF |

| inwoke appropriate control law rontne: call POLET |

RETUEN CDATA}

Figure 6.12Plant control executive.

PCLO1: PID (Proportional+integral+derivative) flux control function
PCLO2: PID flow control function.

At project commencement, these functions existed as basic fixed set-point, non-recursive,
positional PID controllers [Aasem 1993]. Several positional and incremental PID controller
algorithms (recursive and non-recursive) described previously for the building3€§idl®5have been

added during the present work. Additionally, two options are now available with these control



functions: (i)fixed set-poinfor the duration of the control period and @ijnamic set-point allocation
according to psychrometric principles. A fixed set-point is appropriate when modelling plant systems
where the set-point is deemed not to change over the control period, e.g. thermostatic zone control for
a wet central heating system. A dynamic set-point mode is required when modelling air conditioning

PID control functions, such as year round change-over systems.

The dynamic set-point option invokes, at each simulation time-step, routines which access ESP-
r psychrometric libraries in order to establish heating and cooling set-points for a range of air
conditioning processes. The routines which compute the set-points access the ESP-r psychrometric
library. All psychrometric-based control functions found in practical situations, and also customised
routines, may be referenced from these control functions. One routine installed in ESP-r is now

described.

Year round air-handling systenOne of the most common and effective approaches to controlling
temperature and relative humidity within a zone is to pre-heat the air, pass it through an air washer
where it undergoes adiabatic saturation, and then re-heat/cool to the temperature at which it is to be
supplied to the zone (Figures 6.13 and 6.14) [CIBSE 1979]. The pre-heating and adiabatic saturation
permit the relative humidity in the zone to be controlled and re-heating allows the temperature therein
to be properly regulated during year-round conditions. Two control loops need to be specified for this
system: one for the pre-heat process and one for the re-heat process. An algorithm developed for the
purposes of establishing (at every plant time-step) the setpoints for the pre-heater, re-heater, cooling
coil and humidifier plant components [Kelly 1997] is described in Appendix C.2. This algorithm has

been installed as an option in control functi®®_01andPCL02

Humidity control employing psychrometric-based dynamic set-point adjustment can be
contrasted with fixed pre-heat and re-heat set-points for the test zone problem. The controller
schedules for this demonstration are listed in Table 6.8 from which it can be seen that in both cases,
the control systems attempt to hold the zone relative humidity and zone air point temperature to set-

points of 50% and 18C, respectively for the control period 06.00-18.00.

The results for a 1-day simulation period are shown in Figures 6.15(a) and 6.15(b) for fixed and
dynamic set point cases, respectively. The temperature and plant profiles are both oscillatory, due to
time-step averaging being disabled, use of a relatively large simulation time-step (15 minutes for
building-side and 4 minutes for plant-side) and also that basic proportional control mode is active over
the control period. As expected, the psychrometric-based controller, which dynamically adjusts set-
points according to varying load conditions, holds the zone condition control points closer to the

desired values than the fixed set-point controller.
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Table 6.8: Air handling unit: controller schedules.

Pre-heat control loop.

00.00-07.00 07.00-18.00 18.00-24.00
Sensing Actuating
Mode Mode Set-point Mode
Pre-heater exit air temp Heating flu Free-float Proportiona (&ri) DS Free-float
Re-heater control loop.
00.00-07.00 07.00-18.00 18.00-24.00
Sensing Actuating
Mode Mode Set-point Mode
Re-heater exit air temp. Heating flux Free-float Proportional (&r30b) DS Free-float
Building link control loop.
00.00-07.00 07.00-18.00 18.00-24.00
Sensing Actuating
Mode Mode Set-point Mode
Zone air temperature Zone air point Free-float Coupling functjon 50% RFC 18 Free-float

Case (a): set-point fixed. Case (b) set-point adjusted according to pyschrometric-based algorithm
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PCLO4: Optimum start controller.

PCLO4 is an optimum start controller which computes the optimum start time according to
equation of Birtles and John [1985], which indicates the necessary start-up time necessary to reach

desired temperature level at some specified time:
IN(DT) = A(Tp = Tg) + A (6.28)

where DT is the preheat temperature differerf€@ petween the desired temperatufg,and the
present sensed temperatufg, A, is a constant associated with the thermal weight of the building
and A; is a constant associated with the time between switching on the heating and the interior

starting to heat up.

This algorithm (originally installed by Hensen [1991]) performs well in practical systems
except at low outside temperature [Levermore 1992]. Thus the original Birtles and John algorithm was

later amended by adding an outside air term to give:
IN(DT) = Ag(Tp — Tg) + Ar + ATy (6.29)

whereA, is a constant associated with the outside air temperdiye,
PCLO4generates either an OFF signal (before the optimum start time), or an ON signal (when at/past

the optimum start).

PCLO06: Null controller.

In a similar manner to the building-side version, this controller acts to set its output to be
identical to that of the sensed input. This controller is typically used in conjunction with a signal
generator sensed input as described in Section 4.3.2, where it was shown how it is possible to ‘pulse’
system components and elements with a wide variety of inputs (e.g. sinusoidal, square wave, saw-
tooth and ramp). An option available with this controller model is the scale and offset feature which
allows adjustment of the controller output, e.g. amplitude and mean value adjustment of a square

wave function.

PCLO7: Duty cycle controller.

This controller forces selected plant control loop actuators (on a time-cycled basis) to the OFF
state by setting all plant component control variables to zero according to the following scheme
(Figure 6.16):

ton St <to:Q= Qhigh (6-30)
toff St< ton: q = Qiow (6-31)

wheret is the simulation timet,, andt; are the times corresponding to @& and OFF periods,

respectively,q is the controller output signal anghg, and g, the respective maximum and



minimum flux capacities (W).

Sensor and actuator delays (described in Section 5.4.2) are possible with this function.

Mazimum OFF
ON  [Minimum OFF| ‘
QEF Simulation fime- clock.
| t ot
Period OFF ~ Period ON " ’
Dty cycle peried Dty cycle peried Duty cycle peried

Figure 6.16Duty cycle energy management function.

PCLO08: ‘Two-Position‘ controller.

This function models two-position control action according to the following scheme:

Ziow > 0 4 = Uhigh (6.32)
Zhigh > 8¢ > Zigwandprey > 0:9 = Ghigh (6.33)
Zhigh > 0¢ > Zigwan prey < 0:0 = Qiow (6.34)
Zpigh < 8¢: 4 = Qiow (6.35)

whereZ,,, andZ4, are the throttling range limitS¢), 6 is the sensed conditioq,is the controller
output signalgyign and gy, the respective maximum and minimum flux capacities (W)ag the
actuator output at the present time row.

Sensor and actuator delays (described in Section 5.4.2) are possible with this function.

PCLO09: Multiple input two-position controller.

This function models two-position control action where the sensed \v&lués a specified
function (e.g. high, low, mean or weighted average) of the multiple sensed condition. For example, the
controller output may be switched according to the lowest of a number of monitored zonal air point
temperatures.

Sensor and actuator delays (described in Section 5.4.2) are available with this function.



PCL10: Zero energy band controller.

This function modelzero energy bandnergy management, which is widely used in practical
BEMS [Scheepers, 1991]. The user specifies the set-point and associated zero energy band (assumed
to be symmetrical around the set-point). When the sensed condition is within the zero energy band, the
actuator output is set to zero; otherwise the controller output is (within prescribed limits) a linear

function of the sensed condition according to the following scheme (Figure 6.17):

Z41 > 619 =0 (6.36)
Zp<6::9=0c (6.37)
Zg1 < 0c < Zg2:q = Kn(Zg2 ~ 6c) (6.38)
Zy1 <0< 219 = Ke(Oc — Zug) (6.39)

whereZy, andZy, are the heating throttling range limitCj, Z,, and Z,, are the cooling throttling
range limits {C), 6 is the sensed condition,is the controller output signal, aig andk. are the

heating and cooling proportionality constants defined as follows:

Gh
" Zgp-Zat (6.40)

and

(6.41)

Cutput

qh= maximum heating capacity
Q.- maximum cooling capacity

SP=set—point

Sensed condition

Figure 6.17Zero energy band energy management function.



6.3.3 FLUID FLOW CONTROL FUNCTIONS.

As elaborated elsewhere [Hensen 1991 and Negrao 1995], fluid flow network components
and/or connections may have variables which are subjected to some control strategy. The function
now described is used to impose flow-side control function characteristics and constraints on the flow
network. Flow functions establish some sensed condition (based on latest computed values), process it
according to the active control logic and return the result for processing by the flow-side solvers.

The supplementary data items required for the function are listed in Appendix B.
FCLO1: Fluid flow controller with hysteresis.

This controller (installed prior to project commencement) acts to linearly modulate fluid flow
components or fluid flow connections according to the sensed conditions. User-specified component
(valve/damper) hysteresis non-linearity is accounted for in this model, to effectively retard the
controller response to the sensed conditions. This controller was enhanced during the course of the
project by incorporation of integral and derivative action as described earlie8Cbd5 and
BPCLO01/2 controllers.

6.4 SYSTEM-LEVEL CONTROL FUNCTIONS.
6.4.1 Modelling approaches.

The modelling approach applied to hierarchical systems is clearly dependent on the program
type: simultaneous or sequential, transfer function or numerical methods, and so forth. This section
describes two alternative approaches to the modelling of multiple-input, multiple-output (MIMO),
hierarchical, cascaded control systems, both of which are suitable for inclusion in discrete time,

simultaneous, dynamic simulation programs, such as ESP-r.

The first method is based on an iterative, multiple pass approach, which utilises the time-step
controller facilities of Section 5.3. The second approach is ‘direct’ in that iteration is not (necessarily)

involved in the numerical solution.

6.4.2 Modelling supervisory control - iterative approach.

One approach to developing a modelling capability for building supervisory control simulation,
is to enhance the numerical solution procedure developed by Clarke [1985] in which zone-level
control can be achieved by adopting a numerical scheme processing constant volume heat balance
equations, as described in Section 3.3. A numerical approach such as this can model hierarchical,
supervisory control structures. This is due to the fact that all the dynamic characteristics for the system
are held in the form of building control system equation sets, which provide the means to orchestrate,
supervise and optimise the entire system simulation according to a global control logic scheme. One
method of numerical matrix processing facilitating such a scheme is now described (Figure 6.18).

Stage 1:Proceed as described in Section 3.3 to reduce, by direct elimination, the



construction matrices and, subsequently, the zone matrices to extract the building
control system equation set. The unknowns, as before, are solved by introducing a
zone-level control strategy (if any) to allow determination of plant flux and zone
air/surfacelintra-constructional temperature;

Stage 2:The building control system equation set are stored in a system-level matrix
for subsequent processing by the system-level control superviStagat 4

Stage 3:The zonal future time-row values produced at Stage 1 are backward
substituted in the matrix process to allow determination of all other nodal
temperatures;

Stage 4:Once all zones have been processed in this way, and prior to a second pass
at the current time-stepll building control system equation sets (now held in the
system-level matrix) are subjected to supervisory control logic. The system-level
supervisor reviews each of the proposed zone-level control states and amends,
substitutes and overrides them according to the global control function logic, which
may be based on, e.g. time-and-event based control logic, user-defined logic
statements, artificial intelligence algorithms, etc.

Stage 5:0nce the system-level supervisor has procealidulilding control system
equation sets, a simulation time-step controllEBCON_8(Section 5.3.5), is
invoked which enables a second pass at the same time-step with identical
construction and zone matrices as those at the first passll izones are re-
processed for a second time at the current simulation time-step.

Stage 6:At the second pass when the building control system equation set is
extracted, the unknowns are solved, not using zone-level control logic as was done
at the first pass, but by re-calling from memory the control states as determined at
Stage 4by the control supervisor for the zone currently being processed. These
values are then backward substituted in the reduced zone matrices to allow

determination of all nodal temperatures.

It is possible to incorporate further iteration into this strategy. For example, if, after a second
pass at a given time-step in the simulation, a global control function results in one or more undesirable
zonal conditions, theStages 4-@an be repeated until consecutive values of some criteria converge to

within some user-defined tolerance.

This numerical technique facilitates the simulation of commonly occurring BEMS system-
levels functions such as zone phasing, duty cycling, capacity demand management, time-and-event
schedule control, etc., i.e. situations where supervisory controllers act to resolve conflict and prioritise
in the event of contention. Algorithms based on the iterative approach outlined above, together with
their implementation in ESP-r, are now presented. (Note that definition data items required for these

control functions are listed in Appendix B.)
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Figure 6.18Modelling global controller: iterative approach.

6.4.3 Global Control Functions
GCLO1: Global on-off controller.

This system-level controller acts to zero individual control loop actuator outputs if:
(mode_1):a user-specified number of control loops have non-zero actuator signals at
the first pass;

(mode_2)the sensed condition is greater than the set-point.

For example, consider a 5-zone energy management control loop system with the mode set to
‘1' and the minimum number of control loops having non-zero actuator signal set to ‘3'. If at the end
of the first pass, the individual control loop status indicates that none, 1 or 2 of the 5 loops have OFF
status (i.e. B3 = 0), then this status is maintained and allocated at the 2nd pass at this time-step. If, on
the other hand, at the end of the first pass, the individual control loop control status indicates that 3, 4
or all of the 5 loops are OFF, then the actuator output of all five control loops are zeroed at the 2nd
pass. In any event, at the end of the 2nd pass, the simulation time-clock is forwarded to the next time-

step and the simulation proceeds.



GCLO2: Global capacity management controller.

This global controller acts to sequentially zero nominated individual control loop actuator
outputs in order to limit the total system flux capacity to within user-defined limits. Again, after the
1st pass at any given simulation time-step, the individual control loop status values are determined in
the conventional ESP-r manner. The output of all control loops are summed to obtain the system
requirement. If this value is within the specified range, then at the 2nd pass the individual control loop
status values, as computed at the 1st pass, are allocated. If, on the other hand, the system requirement
is outwith the specified capacity limits, then user-defined control loop actuator outputs are zeroed until

the revised system energy requirement is within range.

As an example, consider a 5-loop system. If the user has specified 3 control loops (LOOP_3,
LOOP_1 and LOOP_4) which may be shed to satisfy capacity limits, then the actuator signal for these
loops will be sequentiallyzeroed until the revised total system output is within capacity limits. If,
having sequentially switched off (zeroed) all specified loops, the revised system energy requirement
still exceeds capacity limits, then all nominated outputs are zeroed whilst the remaining outputs

maintain their status as computed at the 1st pass.

GCLO03: Global sequence controller.

This global controller facilitates the simulation of global phasing strategies. An energy demand
reduction strategy commonly adopted in a BEMS involves individual control loop actuators being
activated with the precondition that nominated control loops have ON status. For example, consider
the following 3-loop control scheme. The user-specified number of scheduled loops may be set to ‘3",
with sequence, say: LOOP_3, LOOP_1 and LOOP_2. Thus, LOOP_3 and LOOP_1 outphatmust
be non-zero for LOOP_2 to be activated else LOOP_2 will be zeroed (at the 2nd pass) at this time-
step. A sample control scheme for the 3-loop example is shown in Table 6.9 and Figure 6.19, where

all combinations of sequencing are assessed.

GCLO04: Global parameter reset controller.

One of the most common BEMS supervisory control functions is the resetting of local loop
controller set-points in an attempt to reduce energy demand. This global controller acts to
dynamically resetany local zone-level control functiorx(fng miscellaneous data itenx_(md to
some user-specified value fese}. Any miscellaneous data item may be dynamically reset: set-point,
integral action time, throttling range, offset, etc. This may be extended to conditional reset according
to some sensed variable, as specified by the global sensor definition. The effect of resetting a building
control function set-point according to external temperature is shown in Tables 6.10(a) and 6.10(b)
and Figures 6.20(a) and 6.20(b) (cader no global control active and cabkdor global parameter
reset active). Here, the zone air temperature set-point is reduced frddnt@@7°C in the event of

the external air temperature falling belo’@



GCLO5: Global scale and offset controller.

This system-level controller acts - according to a range of global logic conditions - to scale
and/or offset the zone-level controller outputs evaluated at the first pass. Scaling/offset is active in the
event that the (global) sensed condition (mode_1), or rate of change of sensed condition (mode_2),
exceeds the user-specified set-point. This controller allows the modelling and appregsafadised
trimming control strategies; for example, this global controller may be set up to reduce all/selected

zone-level controller outputs by 30% if the external relative humidity exceeds a given value.

GCLO06: Global free-float controller.

This system-level controller should be specified during control periods wbetebal strategy

is assumed to be active. No supplementary data items are required.

6.4.4 Modelling system-level controllers - non-iterative approach.

Non-iterative methods for modelling hierarchical MIMO systems are now investigated. An
example of how supervisory control is modelled in an non-iterative manner in sequential type energy
simulation programs, is the TRNSYS TYPE 99 Supervisory Controller for Air Handling Unit (AHU)
and Variable Air Volume (VAV) systems [Corrado and Mazza 1990]. In this supervisory controller
model (Figure 6.21), 42 input variables are obtained from sensors and 28 output variables are sent to

control devices. Modifiable control algorithms include 12 on-off controllers and 11 PID controllers.

A non-iterative approach to the modelling of hierarchical MIMO systems suitable for the
incorporation in the modular, simultaneous, dynamic simulation program, ESP-r, is now presented.
As elaborated in Section 3.3, zone-level building-side control functions are processed, at any given
time-step, in a sequential manner, each subsystem control function operating on the most recently
computed future time-row values. In the non-iterative approach to systems-level controller modelling,
all subsystem controller outputs, at each time-step, are continuously fed to the global controller for
processing (Figure 6.22). Unlike the iterative approach - in which global control logic is applied only
after all zone-level building control functions have been processed at the first pass - this ‘direct'
method processes all zonal subsystem control functions as they are computed and fed to the global
controller at the first pass. In this way, the control functions are processed in much the same way as
arepractical, multiplexed, cascaded BEMS zone-level control functions, i.e. continual resetting of set-

points, logic parameters, etc.

A global controller model based on this approach is now presented.



Table 6.9: Global sequence controller, control schedule.

Control function

type

Associated

Period_1

Period_2

Period_3

Zone

Start

Law

Star

Law

Sta

Law

Building
Building
Building

Global

00.000

00.000

00.000

00.000

Ideal
Ideal

Ideal

03.00

10.00

00.000

00.00

D
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Table 6.10(a): Control schedule - no active global control.
Control Assoc. Period_1 Period_2 Period_3
function zone
Start Type Set-point Start Type Set-point Start Type Set-point
Building 1 00.00 062-001-103 10.0 07.0 062-001-110 20.0 18,00 062-001t110 12.0
Fluid flow 1 00.00 062-002-081 15.0 00.0 062-002-0T1 15.0 00,00 062-002:081 15.0
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Figure 6.20(a)Global set-point reset controller not active.

Table 6.10(b): Control schedule - global set-point reset controller active.
Control Associated Period_1 Period_2 Period_3
function zone
Start Type Set-point Start Type Set-point Staft Type Set-point
Building 1 00.00 062-001-103 10.0 07.0I 062-001-103 20.0 18(00 062-0011103 12.0
Fluid flow 1 00.00 062-002-081 15.0 00.0 062-002-081 15.0 00{00 062-0021081 15.0
Global All 00.00 Free-float - 00.07 009-046-16{ 00.00] 18.0 Free—flort -
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Figure 6.20(b)Global set-point reset controller active.
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Discharge global controller.

Discharge control of cooling coil with damper sequencing is one commonly adopted BEMS
global control strategy. A schematic diagram oflaneywell Chiller Discharge Global Controller
[Honeywell 1989] is shown in Figures 6.23(a) and 6.23(b). The system consists of minimum and
maximum outdoor damper air control loops and a cooling valve control loop integrated with an energy
management optimum start control loop. Controller elements include PID (split range) together with
logical AND elements. The global controller receives inputs from the fan differential pressure sensor,
the outside air temperature sensor, the discharge air temperature sensor and the zone air temperature
sensor. Global actuation set-points are the return damper, the maximum outside air damper, the

minimum outdoor air damper and the chiller control valve.

Sequence of OperationOn a rise in discharge air temperature, the discharge air PID operator
modulates the maximum outdoor air damper open in sequence with the chiller valve to maintain the
set discharge temperature. The sequencing ranges (Parameters 6,7,8, and 9) are field adjustable
parameters. Any time the outdoor temperature exceeds the set point, the maximum outdoor damper

closes and the return damper opens.

Optimum start programWhen the fan runs (switched on by the optimum start/ occupancy routine,

and indicated by the differential pressure signal), the plant/control system is enabled.

Maximum outdoor damper controllhe digital output of the logic operator is 1 any time the outdoor
air temperature is less than Parameter 2. This sigidldedwith the fan logic signal: a resultant 1
output indicates the damper is under control of the PID operator (top range); a resultant logic O sets

the damper to a minimum.

Cooling valve control. When the fan is OFF, the differential pressure from the fan sensor is a logic 0,
which subsequently closes the chiller valve. When the signal is a logic 1, however, the PID controller

(low range) with gain Parameters 3,4 and 5 is in charge of the cooling valve.

Minimum outdoor damper controlThe fan signal iANDedwith a true (logic 1) from the optimum

start/occupancy schedule controller; a resultant logic 1 signal opens the damper.

In ESP-r, the following zone-level control loops are required for the discharge global controller
described above.
- One building side controlleBCLOG to couple the plant system to the building
zone.
- Two fluid flow proportional controllerdsCL01, one for the return/ maximum air
damper and one for the minimum outside air damper.
- Two plant controllersPCLOA4for the plant optimum start routine aR€CLO2 for

the PI chiller control.



The zone-level control loop sensed values and actuator outputs are fed, at each time-step, to the
global chiller discharge control functioGCLO5 which orchestrates the control according to the
global control logic strategy outlined above by establishing appropriate actuator signals for
subsequent processing by the zone-level controllers. Zone-level control loop sensors and actuators are
specified as usual (Section 3.5) with regard to element location and operational variables; however, in
the case of the customised, 'specific’ global controller described here, the actuator outpGiOfbr
andPCLO2are established bCL05

In order to demonstrate system-level discharge global control, consider the test zone controlled
according to the schedule listed in Table 6.11. The global function attempts to maintain the zone air
point temperature within the range 18<22for the occupancy period, 09.00-18.00 hours. Figure 6.24
shows the global controller input/output signals for a 1-day simulation period run with building-side
and plant-side time-steps of 6 minutes and 60 seconds, respectively. Note that scalar offsets on the

results plots are used for clarity and also that time-step averaging is disabled.

As expected, prior to the optimum start signal being received, the global controller acts to close
both minimum and maximum outdoor air dampers and to disable the PID controller. Upon reaching
the predicted start-up time of 05.50 hours, the minimum damper opens fully and the maximum
outdoor damper modulates open for a short time until the chiller operates and/or the outdoor dry bulb
temperature exceeds the pre-set value of 22 &t which stage it closes as described earlier. The PID
controller output (proportional mode only in this case) is oscillatory; this is a function of the
simulation time-step and also the specified proportional bands. (It is also due in part to the time-step
averaging of results being disabled). Further tuning could expect to achieve smoother profiles.
However, the overall performance of the controller is shown to be satisfactory, the (averaged) zone air

temperature generally being held within the specified tolerance band during the period of occupancy.

Clearly, the success of such a modelling technique may often be dependent on the simulation
time-step. It is likely that, in attempting to model reality and capture the dynamics of practical
building/plant/control systems, a (relatively) small time step will often be required for the building
and plant-side time-steps; of the order of 6 minutes and 1 minute, respectively, possibly reducing to 1
minute and 6 seconds in some cases, e.g. for heat exchanger control loops. No rigid guidelines/rules
can be offered in this respect: often a combination of a knowledge of the expected plant/control
system characteristics and behaviour, a simulationist’s experience and adoption of iterative, trial-and-
error procedures, are required in order to determine suitable time-step values. Possibly the best way of
establishing appropriate time-steps is to ascertain the polling rate employed in a practical BEMS. This
can, however, prove to be problematic, considering the reluctance that many plant/control system

manufacturers have to publishing representative performance data [Aasem 1993].
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Table 6.11 Global discharge controller: control schedule.

Parameter 1 2 3 4 5 6 7 8 9 Occupancy Set
(Fig 6.25(b)) | Ambient temp. limits PID gains Sequence limits period point
22.5°C 22.5°C 250 | 00| 00| -200 120 120 400  09.00-18.00 1822
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Figure 6.24Chiller discharge global control: sample results set.




6.5 IMPLEMENTATION OF CONTROL FUNCTIONS IN ESP-r.

The zone-level and system-level controller models installed in ESP-r, and described above, may
be supplemented by additional models as the modelling need requires. For this reason, the following
set of guidelines for implementation of control functions in ESP-r are now presented. The

recommended procedure involves 8 stages (Figure 6.25):

- Stage 1Deciding on the control function (practical or imaginary) to be modelled;

- Stage 2Construction of a flow-chart indicating the main stages in the control logic;

- Stage 3Coding the algorithm in the FORTRAN-77 programming language;

- Stage 4Installing the coded algorithm in the relevant control subsystem module(s);

- Stage 5Possibly updating the moduldakefile™ to include any subroutines and/or
functions contained in new file(s), for subsequent program compilation;

- Stage 6 Code checking, debugging and performance testing the coded algorithm to
ensure numerical integrity with the entire program system (These issues are
elaborated in Chapter 7);

- Stage 7Development of graded tutorial exemplars suitable for subsequent use by a
wide group of users, ranging from novice simulationists through to expert users and
model developers;

- Stage 8Updating the interface to allow user definition and specification.

The control functions themselves should have the necessary code required to:

- prohibit an incorrect number of controller defining data items being specified;

- provide range checks on the controller defining data items, and thus guard against
‘silly* data input;

- prevent division by zero;

- issue warnings should unrealistic control system data be computed.

T makeis a UNIX program which reads a specification (held imakefil@ of how the components of a program
depend on each other, and how to process them to create an up-to-date version of the program. It checks the times at which
the various components were last modified, figures out the minimum amount of recompilation that has to be done to make
a consistent new version, then runs the processes.
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6.6 SIMULATION ASSISTED CONTROL.

6.6.1 Basic concept.

The zone-level and system-level controller models described above, offer the possibility of
modelling a vast range of both practical and highly conceptualised control system types. Simulation,
however, need not be restricted to such research and design applications: there exists the very real
possibility of extending its use by employing energy simulation programs on-line in BEMS, to act in

the role of an intelligent control supervisor.

The notion of marrying the two technologies is supported by BEMS multiplexing techniques
which allow rapid, on-line adjustment of control system parameters on the basis of simulated
forecasts. Simulation provides a look-ahead capability which facilitates predictions of future reality
which can then be used to determine the best possible control action in terms of comfort and energy
levels (Figure 6.26). Simulation time-step controllers (described in Section 5.3.4) can then be invoked
which enable trial (present) control actions to be simulated in rapid iterative mode until the controller
performance is deemed to be satisfactory/optimised (in terms of predicted future outcomes) at which
point the simulation proceeds to the next control period. The optimised control system parameters

may then be implemented in the BEMS.

As explained in Section 2.2, modern-day practical controllers are often basecboticdler/
system modedtructure. The premise implicit with the simulation-assisted control concept is that there
is no need for separate system model generation (e.g. by employing identification methods), since in
this case the system model is held in the form of system matrix, as described in Chapter 3. Clearly,
this results in a simplification of the control system synthesis process, offering, for the first time, the
opportunity for building design professionals - not necessarily familiar with highly esoteric control

engineering theory - to participate in system design and operation.

The design and operation of practical building control system logical elements requires the
following.

(1) A defined objective: control theory concerns itself with the future state of the
system. The objective of any control system in every case is connected with the
performance of the system over some period of time.

(2) A choice of possible control actions: if ho variation of actions is possible, control
is not possible since the course cannot be modified.

(3) A means of choosing the correct control strategy. Thus a model of the system is
required which is capable of predicting the effect of various control actions on the

system state.

The concept okénergy simulation assisted control decision maKB§AC) offers a means by

which these requirements may be met, during both the design and operation of BEMS. The main



advantages of a simulation-assisted approach to control design/operation are as follows.
- Any criterion whatever can be used for the decision process, e.g. there is no need to
be restricted to, say, quadratic criteria as in conventional optimal control design.
- The difficult and highly specialised problem of control synthesis is avoided.
- Control actions can first be appraised in a software environment before being
applied to the real system. This feature offers tremendous potential for the next

generation of intelligent buildings and BEMS.
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Figure 6.26 Energy simulation assisted control

6.6.2 ESAC algorithms.

Situations where energy managers could employ predictive-iterative simulation schemes are

numerous, and include optimisation of:

- plant system start/stop times;

- set-back temperatures;

- sensor/actuator location/variable;

- control mode (fuzzy logic, multi-stage, etc);

- flux injection/extraction levels;

- duty cycled plant components and cycling periods;

- load shedding schema,;



- fluid flow network balancing.

The development of ESAC algorithms for such applications are now described. The schemes
presented employ the simulation time-step controf&JON_§ described in Section 5.3.5, to reset

the simulation time-clock and thus facilitate iteration.

ESACO01: ESAC optimum start/stop.

Almost all BEMS will have a number of microprocessor-based optimum start/stop control loops
available for use. The purpose of the algorithm is to relate the time required for preheat (lead time) to
the observed building and/or outside temperatures: equipment is started to ensure the achievement of a
comfort level when the first occupant arrives; equipment is stopped when comfort levels can be
maintained until the last occupant leaves. Energy savings of up to 40% may be achieved as compared

with switch-on by timer [Kohonen, 1984].

There are two main classes of optimum start/stop algorithm: empirical and theoretical.
Empirical and semi-empirical optimisers (e.g. the Birtles and John algorithm &Ch@4 control
function, discussed in Section 6.3.2) are based on an observed or assumed relationship between the

preheat time and temperatures.

More recently, self-tuning optimum start controllers have been proposed [Mwuetiath990].
These controllers have their parameters continually updated as the BEMS observes the performance of
the controller. The associated algorithms are based on semi-empirically derived relationships between
the preheat time and the bulk temperature of the zone to be controlled. Such controllers are claimed
not to require any prior knowledge of the thermal characteristics of the heating plant and building. The
bulk temperature is based on the variables related to the characteristics of the building and outside
temperature as predicted using a first-order model of the room and heating plant. One of the main
reasons for serious performance deficiencies in commercially available optimisers is poorly designed
optimiser schedules and inefficient self-learning procedures, which are incapable of accurately

reflecting the thermal response of buildings [John and Smith 1987].

A proposed new approach for design and/or on-line BEMS applications, is to develop an ESAC
algorithm to determine the optimum start-up and optimum shut-down times of the building plant
system. Using the numerical method described in Section 3.3, in which the systemisntgix
building/plant model, simulation can be used in rapid iteration mode to accurately predict the
controlled start/stop times. The method is depicted in Figure 6.27. Trial times are predicted and used
in the simulation for any specified control period (day, week, month, season, etc.). Zone air
temperatures at the ‘desired time of arrival/departure’ (DTOA/D) can then be predicted. If trial times
result in satisfactory air temperatures at the DTOA/D, then the trial times are accepted and the
simulation proceeds to the next time-step. If, on the other hand, the trial times are not acceptable, then

once all zones have been processed at that time-step, an iterative scheme is activated by which the



simulation time-clock is reset to the start of the control period by means of the simulation time-step
controller TSCON_8 and the system matrix reconstructedekactlythe same coefficients as the
previous pass at this time-step. At this point, new trial times are predicted using a binary search
algorithm to forward/retard the trial times according to results at the previous pass, and then a further
simulation for the control period commences. This prediction-iteration process continues until
satisfactory control performance is achieved after which the simulation proceeds to the next control

period.
Controller models based on the above approach are installed in ESP-r. Figure 6.28 shows a

sample result set for controlIBCL15applied to a single zone.
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Figure 6.27 ESAC optimum start schedule.
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ESACO02: ESAC optimum set-back temperature.

Set-back of temperatures during periods of nonoccupancy is another commonly adopted
intermittent heating control scheme. Here, for the period of nhonoccupancy, the set-point is decreased
to an acceptable minimum; a value determined after taking into account factors such as energy
demand and frost protection of building fabric/contents. Typically, this value is fixed for the duration
of the control period. Since a fixed set-back temperature for the duration of the control period may not
maximise plant system efficiency, it may be deemed more appropriate in some instances to fix the
plant capacity and vary the set-back temperature, with some limiting value for frost protection.
Simulated-assisted control can be employed to search for the lowest possible set-back temperature,

taking due account of any user-specified criterion. This scheme is depicted in Figure 6.29(a).

Consider a single zone controlled according to the following schedule: ideal control (set-point
of 21 °C) for the period of occupancy (08.00-01.00 hours); and one period of honoccupancy (01.00 to
08.00 hours) with the set-back temperature to be determined. During the set-back period, the
controller at each simulation time-step iteratively searches for the lowest set-back temperature
possible given a limiting period cumulative load capacity constraint, and a minimum frost protection
temperature level (2C). The results for this control scheme for a two week period in early January,
are shown in Figure 6.29(b) from which the time-varying temperature set-back levels can be seen.

The simulation period iterations are shown in Figure 6.29(c).
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Figure 6.29(a)ESAC optimum set-back temperature: trial set-backs.
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ESACO03: ESAC sensor/actuator location.

BEMS normally control on the sensed condition as monitored at fixed positions throughout the
network. Similarly, BEMS actuation points are typically unchanged for the duration of the control
period. It is possible, however, to envisage a situation whereby energy managers - with the aid of on-
line energy simulation tools - can forecast system conditions resulting from controhaltitade of
sensor and/or actuator locations/variables. For example, energy managers may assess, in advance of
implementation, the outcome of the following strategies.

- Controlling on dry bulb air temperature as opposed to controlling on dry resultant
temperature.
- Actuating at air point, specified surfaces or intra-constructional points.

- Varying the convective/radiative ratio for sensor and/or actuator signals.

In the ESACO03 controller,TSCON_8is utilised to iteratively search for the optimum
location/variable in terms of some specified criterion, say energy requirements or comfort levels. Once

all options have been assessed, the simulation proceeds to the next control period.

The results for various surface sensor locations for a single zone problem are listed in Tables
6.9-6.11, where the optimum sensor location is decided on the basis of a variety of criteria for the
control period, namely (a) lowest cumulative energy demand, (b) lowest mean energy requirements

and (c) lowest period peak demand.

The results for a range of convective/radiative ratios for both mixed sensor and mixed actuator
control are shown in Figures 6.30 and 6.31, respectively, where the effects (in terms of load) for

various ratios are clearly seen.
ESACO04: ESAC control mode optimisation.

As with practical sensor and actuator elements, the control mode in a BEMS is usually pre-set
for the different control periods. Again, however, it is possible to invoke simulation-assisted control
schema in an attempt to optimise system efficiency, by iteratively searching T&D@N_§ for the

control law which offers the best performance in terms of a vast range of operating criteria.

A sample results set for a control mode (law) optimiser applied to a single zone problem are
shown in Figure 6.32. Here, three control modes (ideal, fixed input/extract and two-position) are
iteratively assessed over the same control period, the optimum mode established (in terms of, say,
deviation from the set-point of 20), at which juncture the simulation proceeds to the next control

period.

An option with this simulated-assisted controller is to iteratively adjust some controller
parameter (e.g flux capacity, throttling range, set-point, integral action time, etc.) and forecast building
environmental performance. The results for iteratively adjusting controller flux capacity in the case of

BCLO04 fixed injection/extractiotontroller mode, are shown in Figure 6.33.



Table 6.9: Simulation-assisted sensor location: criterion (a)
Day Energy performance Control Optimum
Number | Lowestcum.demand  Lowestswirlg  Min. peak demand  Lowest mean Ccriterion location
1 Surface_3 Surface_3 Surface_4 Surface_4 Lowest cum. demand Surface_|3
2 Surface_4 Surface_4 Surface_3 Surface_4 Lowest cum. demand Surface_|4
3 Surface_1 Surface_1 Surface_4 Surface_4 Lowest cum. demand Surface_|1
4 Surface_3 Surface_3 Surface_2 Surface_4 Lowest cum. demand Surface_|3
5 Surface_1 Surface_1 Surface_4 Surface_4 Lowest cum. demand Surface_|1
6 Surface_3 Surface_3 Surface_2 Surface_4 Lowest cum. demand Surface_|3
7 Surface_2 Surface_2 Surface_3 Surface_4 Lowest cum. demand Surface_|2
Table 6.10: Simulation-assisted sensor location: criterion (b)
Day Energy performance Control Optimum
Number | Lowestcum.demand  Lowestswirlg  Min. peak demand  Lowest mean Criterion location
1 Surface_3 Surface_3 Surface_4 Surface_4 Lowest mean demand Surface |.
2 Surface_4 Surface_4 Surface_3 Surface_}4 Lowest mean demand Surface |-
3 Surface_1 Surface_1 Surface_4 Surface_4 Lowest mean demand Surface |
4 Surface_4 Surface_3 Surface_2 Surface_4 Lowest mean demand Surface |
5 Surface_1 Surface_1 Surface_3 Surface_}§ Lowest mean demand Surface |-
6 Surface_4 Surface_4 Surface_1 Surface_4 Lowest mean demand Surface |
7 Surface_4 Surface_4 Surface_1 Surface_4 Lowest mean demand Surface |




Table 6.11: Simulation-assisted sensor location: criterion (c)

Day Energy performance Control Optimum
Number | Lowestcum.demand  Lowestswirlg  Min. peak demand  Lowest mean Criterion location
1 Surface_3 Surface_3 Surface_4 Surface_4 Lowest peak demand Surface |
2 Surface_4 Surface_4 Surface_3 Surface_4 Lowest peak demand Surface |.
3 Surface_1 Surface_1 Surface_3 Surface_4 Lowest peak demand Surface |.
4 Surface_4 Surface_3 Surface_2 Surface_4 Lowest peak demand Surface |
5 Surface_1 Surface_1 Surface_4 Surface_4 Lowest peak demand Surface |
6 Surface_3 Surface_3 Surface_2 Surface_4 Lowest peak demand Surface |
7 Surface_2 Surface_2 Surface_4 Surface_4 Lowest peak demand Surface |
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Figure 6.30ESAC mixed convective-radiative sensor control.
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ESACO05: ESAC duty cycling.

Load balancing, by means of duty cycling, is a classical optimisation/allocation problem
typically solved using linear programming techniques involving cost functions, constraints, and
equalities/inequalities: such problems come within the realm@pefational ResearcfTaffler 1979].

The scheme presented here is a simulation-assisted approach to solving the problem of establishing
optimum cycle schedules. (A model for a conventional duty cycle contf#i)7, was described in
Section 6.3).

Each plant component is specified in terms of its power rating. The objective function
represents the total energy of the system, and the constraints are the minimum and maximum on times
for each component. The problem becomes one of minimising the total system energy demand whilst

satisfying the specified constraints. Consider the cost function,
E=we +We, +Wses....... +W,e, (6.57)

wheree is the plant energy demand (i.e. power rating x cycle periodwaisdthe status of plant
component (0 = off; 1= on). This objective function may also be liable to constraints. For example,
component may be subjected to the constraint that it is on for a minimum of 20% and a maximum of
80% of the duty cycle period whitobmponent may be constrained so that it is on for a minimum of
20% and a maximum of 95% of the duty cycle period. The problem is to minEnggeen the
constraints orw. A minimisation can be achieved by maximising the negative of the objective

function. So-called ‘slack variables' are added to turn the inequality constraints into equalities.



A possible procedure is as follows.

Stage 1Specify power rating for all duty cycled plant,/, (i=1ton)
Stage Specify time base, T.

Stage FEvaluate energy from:

e =PT. (6.58)

Stage 4Specify cost function to minimise - in this case the sum of squared plant energies:
n
J = w2e? + wied + wied+. .. .wieZ = 5 wie? (6.59)
i=1

wherew;, w,, etc, represent values of 0 or 1 to indicate if the supply is being used.
Stage 5 (a) Apply quality constraintor example, the output load at any time-step is required to be
Y:

ilwiel =Y. (6.60)

i=
Stage 5(b) Apply inequality constraintsor example, over a time periol, x T (whereN is the
number of plant-side time-steps per duty cycle pefiddg is required to be on for less thay, .

time-steps, i.e.

N
_Zlelwi < Gmax (6-61)
=

where
€imax = I:)i NmaxT- (6-62)

This states that, must be on for less thax,,,, time-steps during the labttime-steps. For example,
if Tis 1 minute,N,axis 30 time-steps and is 60, there, must be on for less than 30 minutes. It may

also be the case that must be on for only (say) 40% of the total load, hence:
Nmax
40%= N x100 (6.63)

Therefore, ifN is 60 minutesN,,,, would be 24.

Stage @nclude in cost functions.

n n
Jy = _Zl(Wi &)+, Zl(Wie‘. -Y) (6.64)
i= i=
N N
J, = kzl i+ AZ('Zl(Wiel +0i ~ Bmay) (6.65)
= i=

whereA is a scalar function of the controlled variables anis a ‘slack variable‘ to allow inequalities

to be written as equalities.



At the end of each control period, the simulation has established on-off periods for each plant
item based on the specified constraints. However, in order to find the optimum duty cycling scheme, in
terms of which plant to cycle and under what restraints, the simulation time clock can be reset (by
means offTSCON_3to the start of the control period, and a hew minimum energy demand calculated

for a different set of plant items and/or constraints.
ESACO06: ESAC load shedding algorithm.

Unlike most other BEMS functions, load management by load shedding, is desigried
reduce energy consumption but to reduce maximum demand penalty charges and to alleviate the peak
demand on utilities. If the kW electrical demand goes too high in any half-hour in the month, then the
user has to pay for this worst half-hour in the month. It is therefore worthwhile to keep the maximum
demand at a low and steady level. Various methods of load shedding are discussed by Levermore
[1992].

The ESAC algorithm, described below and depicted in Figures 6.34 and 6.35, monitors the
cumulative demand for any specified demand interval and compares the forecast demand to the

allowable value and, if necessary, shed loads on either a time or size basis.

The procedure is as follows.

Stage 1At the start of each demand interval (D), the cumulative consumption
(DCCQ) is re-initialised to zero.

Stage 2At the end of the DI, the DCC is compared with the target cumulative
consumption (TCC). If the DCC is less than, or equal to, the TCC then simulation
proceeds to the next DI. If, on the other hand, the DCC is greater than the TCC then
the following predictive-iterative procedure is invoked.

Stage 3Time-step controlleMSCON_8s invoked to reset the simulation time clock
to the start of the DI.

Stage 4_oads are shed according to the specified priority criteria.

Stage 5A further simulation is run using the revised plant group on/off status values;

Stage 6 Stage®5 are repeated until DCC is less than, or equal to, TCC.

With the ESACO6controller, shedding can be done on either a group or a time-step priority
basis. If the former, then at each reset operation and at the same simulation time-step, group loads are
shed in increasing number. If the DCC is still too high when all specified groups have been shed, then
the simulation time-step is decremented by unity, and groups are shed in increasing number at this
simulation time-step; and so on until the DCC is within the required range. If, on the other hand, the
shedding process is on a time-step basis, then the number of groups shed is fixed for each simulation
reset as each DI time-step is passed through. If the simulation time-step has reached as far back as the
first time-step and the DCC is still too high, then the groups shed are incremented by one group and

the simulation time-step backward stepped at subsequent simulations.
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ESACO7: ESAC balancing controller.

Tuning and commissioning controllers is as problematic in simulation as it is in practice. BEMS
suppliers are increasingly using sophisticated software tools to speed up and improve the quality of
system design and commissioning. This section describes how simulation can assist the

commissioning of fluid flow networks.

Design engineers aim to balance the fluid flow circuits at the design stage of a project so that,
when the systems are brought into operation, each outlet or unit will operate at the design flow rate,
within specified tolerances. Devices for regulating the flow in the ductwork and pipework systems
then exist to allow on-site balancing such that each outlet or unit receives its rated flow rate. However,
in practice, many systems are operated in either an unbalanced state, with the resulting loss of plant
system efficiency, uncomfortable zonal air movement patterns, and incorrect temperature and
humidity conditions. Several studies have shown the importance of good commissioning procedures
for building energy performance. For example, a study of the benefits of retrofitting BEMS in existing
buildings [John and Smith, 1987] revealed that most of the considerable savings were found to be

attributable to the recommissioning of the HVAC plant control systems.

Poorly commissioned plant is due, in part, to the fact that balancing a flow system typically
involves very time-consuming and tedious trial and error commissioning procedures. This is
particularly so in cases where the valve/damper sets are physically remote from one another (e.g. on
different floors), often requiring the commissioning engineers to cover large distances between trial
adjustments. Consequently, such procedures are often neglected or carried out in an unsatisfactory

manner.

One way of addressing this problem is to use fluid flow simulation to predict the optimum
valve/damper settings for the flow network branches such that a balanced system exists. The ESAC
flow network balancing algorithm now described is based on the balancing method proposed by
Harrison and Gibbard [1965] and adopted by the CIBSE Commissioning Codes for air and water
distribution systems (Series A [1971] and Series W [1989], respectively).

The procedure (which may be carried out at all/selected time-steps) is as follows.

Stage 1: Preliminary checks are made in the program to ensure that all
valves/dampers in all the specified branches are set to 100% open.

Stage 2:The ratio of measured flow rate to the design flow Rtés computed for
each branch.

Stage 3:The index line (i.e. the branch having the smalRsatio in any group of
outlets served by a branch) is established for each branch with all valve/dampers
open.

Stage 4Each branch line valve/damper is (iteratively) adjusted in order of increasing

Rratio, such that all the lines receive their corproportionof the total flow rate.



Stage 5:Design branch flow rates at Stage 4 are unlikely, and branch fan/pump
and/or supply valve/damper adjustment is usually necessary to ensure that the

branches receive their design flow rates within a specified tolerance of balance.

This procedure, then, may be employed (on-line on a BEMS) to give a time-series of percentage

valve openings as required for balanced flow networks.

A number of schemes for modelling building control systems logical elements have been
presented in this chapter including zone-based and systems-level control structures and also the
concept of simulation-assisted control. The following chapter proceeds to discuss issues relating to

validation of the developed schemes.
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Chapter 7
VALIDATION.

This Chapter deals with the issue of software verification of the schemes developed
as part of this project and described in earlier chapters. The main sources of
modelling error and methods for the validation of the developed schemes are

discussed.

7.1 INTRODUCTION.
7.1.1 The need.

During the modelling and program development process, many assumptions and compromises
are inevitably made and, as a result, the exact replication of reality is not achieved. Thus,
industrialists, model developers, practitioners and researchers all have to concern themselves with
issues of accuracy and applicability. As the use of simulation programs has grown over the past 15
years, so designers have come to rely on them to provide accurate results. In trying to guarantee
acceptable performance, designers are being expected to carry out performance assessments which are
beyond the capacity of traditional manual techniques. It is vital, therefore, that designers can trust a
program’s results and, whilst it is accepted that peefectsimulation model is unattainable, it is
nevertheless important that programs are at least accurate enough for the results to fall within an

acceptable margin of error.

7.1.2 Sources of error.

The overall accuracy of simulation programs depends on many factors. Jetkbffl983]
identified the main sources of inaccurate predictions in building simulation programs:
- differences between actual and assumed weather conditions;
- differences between actual and assumed occupancy behaviour;
- user error in creating simulation input files;
- differences between actual and assumed thermophysical material properties;
- differences between the actual heat and mass transfer mechanisms and the
algorithmic representation of those mechanisms in the program;

- incorrect software implementation.

Accepting this categorisation of error sources, the first four may be consideextieasal
sources of errors as they are independent of the working performance of the program. The other two
categories are classified agernal sources since they are under control of the developer and are
directly responsible for the internal program operation. Some of the external sources of errors can be

eliminated by the use of a knowledge-based interface which checks that the input parameters are



within a legal range and supplies intelligent defaults. However, most errors are outwith the
developer’s control and depend on the user’s judgment, skill and experience in selecting, for example,
boundary conditions. The assumptions made in the running of the program are clearly vital and any
shortcomings in the data input will compromise the accuracy of the simulation. In this respect, it

helps if a user has some hypothesis about the results prior to running the program.

Bowman and Lomas [1985] and Lonmetsal [1994], identify some specific examples of internal
sources of error: physical phenomena not included in the modelling because they are thought
(incorrectly) to be unimportant; approximation of relevant complex phenomena; simplification of
physical processes to ease or speed up calculations. Errors on the model derivation, such as unit
conversions, can be added to this list. Simplification involves the adoption of a computer model which
may not be appropriate for the representation of the mathematical devices (such as discretisation
techniques, relaxation factors, linear equation solvers, etc.), although they may be the best approaches

possible.
7.1.3 Approaches to validation.

Practitioners are mainly concerned wittverall program simulation result accuracy.
Researchers, model developers, and program authors, on the other hand, are usually also concerned
with the integrity of individual component, subsystem, and system models (the model validation
process being simpler at component or sub-component level than at whole system level [Chow 1995]).
In any case, quality of prediction tools can be improved via three main approaches. First, by
developing new mathematical models for the better representation of the heat and mass transfers and
the control system characteristics occurring within the building/plant system. Second, by increasing
the simulation resolution in order to reduce the number of simplifying assumptions. Third, by
elaborating a comprehensive validation methodology which includes all the stages of program
development and which may subsequently be deployed in order to determine the range, validity and
the uncertainty of building energy simulation programs. In order to increase the modelling
confidence, it is now widely recognised by researchers that this can only be achieved by repeated
application of a validation methodology by which the programs are exercised in ways which represent
the expected range of application and which are appropriate to the domain of its intended use [Irving,
1988]. One complete validation procedure was developed within the PASSYS project [Jensen 1994]
and comprises the following steps.

- critical evaluation of the theory;

- checking of the source code;

- sensitivity and statistical analysis;
- analytical validation;

- inter-program comparison;

- empirical validation.



Review of theory serves two important purposes: firstly, to understand the scope of an
algorithm; and secondly, to check its coding implementation. As regards source code verification,
during the developments reported here, the code was created using CASE tools (for syntax error
trapping) and debugging tools (for logic error trapping):

forchk is a Fortran program development aid developed at Leiden University. It
verifies the syntax, composes cross reference tables of constants, labels, variables,
arrays, referenced subprograms, and indicates how these items are used. As an
option, forchk validates the syntax for conformance with the ANSI Fortran 77
standard. The reference structure of subprograms can be presented, and cross
reference tables of subprograms, commons, input/output and include files are
composed. Arguments of referenced subprograms and common blocks are checked
for consistency. Cross reference tables of all elements of each common block can be
generated.

dbx is an interactive, line-orientated, source-level, symbolic debugger. It allows the
user to determine where the program crashed, to view variables and expressions, set
breakpoints in the code, and run and trace a program. In addition, machine-level
and other commands are available to help debug the dbamol is a window-
based interface tdbx for use onSUN workstations allowing a more convenient
interface. Debugging is easier because the mouse can be used to enter commands

from redefinable buttons on the screen.

A sensitivity analysis is usually concerned with the influence of input parameter variations on
simulation predictions. This is rarely a trivial exercise: for example, the ESP-r system contains
hundreds of variables and parameters which make it virtually impossible to rigorously test the effect

of changing each parameter in a particular situation.

The analytical solution is usually free of uncertainties but its application is restricted to simple
cases. In such cases, it is the most suitable for validating codes related to the specific processes in
isolation since acceptable overall simulation accuracy does not necessarily mean acceptable accuracy
for all processes in isolation. Analytical tests may be used to measure the effect of discretisation and
roundoff errors on the algorithm and its boundary conditions.oVeeall potential of the model under
investigation cannot, then, be checked using analytical validation because only tests for simplified
sub-sets can be analysed. However, these are usually theuthlgtandard available to corroborate

simulation predictions.

In the inter-program comparison approach, a component or system is modelled using different
simulation programs and their predictions compared. Any level of complexity can be tested and no
input uncertainties are present. However, a standard of absolute correctness cannot be identified and
the method fails to give an indication about either the accuracy of a given model or the possible

source(s) of the observed differences.



From a researcher’s point of view, empirical validation is often considered to be the bottom-line

test [Bunn 1995]. Traditionally, this procedure is enacted by comparing the predictions from the

program with corresponding monitored data. Higher accuracy and reliability can be expected provided

that the measurements are accurate. However, application difficulties are often encountered including

the complexities and costs associated with monitoring and extrapolating from specific test conditions

to more realistic cases.

The following sections describe a series of analytical, inter-model and empirical validation tests

carried out in order to verify the control system models installed in ESP-r during the course of this

project.

7.2 VALIDATION TESTS.

7.2.1 Introduction.

It is not possible, given the time constraints of the present work, to test and alktifye

developed schemes described in earlier chapters, and thus a selection of representative cases will be

considered. In the validation tests reported here, zone-level building, plant-side and global controller

models are assessed. Actuator and sensor delay models are also examined. Table 7.2.1 summarises the

validation test series.

Table 7.2.1 Validation exercises: summary of test series.

Reference Method Controlled system Disturbance Control mode Control function
Al Analytical Zonal convective heating set-point change Modulating (PID) Builded-05
A2 Analytical DHW calorifier Load & set-point change Modulating (PID) PI&EL01
B1 Inter-model Zonal convective heating set-point change Intermittent (2-position) BuiBing:0
B2 Inter-model DHW calorifier Load & set-point change Intermittent (2-position) PREI08
B3 Inter-model Zonal convective heating set-point change Intermittent (Supervisory) @aha03
C1 Empirical AHU chiller set-point change Modulating (PI) Pl&ELO02

7.2.2 Validation test A.1: Analytical validation of building-side controller.

Validation test series Al involves the analytical validation of the ESP-r building-side

proportional+integral (PI) flux/temperature controller functiB@GL05 The simulated results for a

controlled convective heating system are compared to a results set established by means of an

analytical procedure. The convective heating system is depicted in Figure 7.1.
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For the control loop to be analysed it is necessary to assign a transfer function to each element
within the loop (Figure 7.2). The elements of an air conditioning zone may be modelled by a simple
first order model [Hanby 1976]:

G(s) =

7.1
1+rs (7:1)

whereK is the element gain andis the element time constant (s).

The response of the zone air temperature to a step change disturbance in load and/or set-point is
dependent on the mode of heating. Prediction of the response using continuity equations and
neglecting thermal capacitance effects [Zermuehlen and Harrison 1965] leads to a system with a time
constantr, given by:

VC

2= SUA+C,

(7.2)

whereV is the zone volumeng®), C is the volumetric specific heat of aid.(K*m™3), U is the
construction U-valueWni2K™), A is the zone surface arem{andC, is the ventilation allowance

for heat loss\WK™).

The zone transfer function may then be written as:

Gys) = 7 +Kri(s) (7.3)
whereG is a transfer function.
The heat loss coefficient for the zone is given by:
SUA + C,(W/°C) (7.4)
hence the zone gaiK, is:
K, = _ (°CIW). (7.5)
SUA+C,

For the building-side controller model under consideration He& 09, theideal plant may be

combined with the controller element gain, giving an combined plant/controllergain,

The total system gain is the product of the individual element gains. Therefore the total system
gain is:

Ke

K=——°¢ .
SUA+C,

(7.6)



Table 7.2.2 (a). Analytical validation test series A.1: convective heating system parameters.

Element Parameter Assigned value
Zone Volumetric specific heat of a, 1020J. K tm™
Ventilation allowance(C,, 10.7 WK™
Zone surface ared, 16 M
Construction U-value) 0.237
Zone volumeyY 64m’
Controller Proportional gairk p 150 WrC

Integral action time];

Transport delayl

300.0 seconds

60 seconds

Table 7.2.2 (b). Analytical validation test series A.1: convective heating system equatio
Test Control NGy Sensor AG,4(1)
reference mode °C) delay (s) ©
A.1() P Step (+1.0) 0.0 0.91- (0. 92exp-0. 0025))
A1) PI Step (+1.0) 0.0 1.0+ (0. 42xp-0. 0013)sin(0. 0025%))
—(1. Oexp(—0. 0013)cog0. 002%))
A.1(jii) PI Step (+1.0) 60.0 1.0+ (0. 16exp-0. 0%)codq0. 019))
+(0. 422x(—0. 08)sin(0. 019))
—(1. 16exp(—0. 0012)cogq0. 0027))
+(0. 38&xH(—0. 0012)sin(0. 003))




For analysis of the response of the building-side controller to a step change in sefgjoint (
the load §,) can be assumed to be constant. For the case of an ideal sensing element in the system
shown in Figure 7.2, the zone air temperature is given by

G,

%a=Ke T3k G,

64 (7.7)

whereG, is the transfer function for the zone agis the controller gain. Note that for proportional
control, K. is a simple proportional gaink,. For proportional plus integral control, an extra
parameter, the integral action timg) is introduced in which case the controller transfer function,

K, is then taken to bk, (1 + 1/T;s) appropriate for a Pl controller.

The modelling of a transport delay can be facilitated by including a delay funetlowhere

T is the time delay in seconds) in the feedback path (Figure 7.2). Using the Pade approximation of

2-sT
exp(-sT) = 7.8
Xp-sT)= 5= (7.8)
[Liptak 1995] allows Equations (7.7) to be re-written to take account of a transport delay:
G
=K - 7.
ga 1+ KGZ gd ( 9)
where
2-sT
K=K.m——. 7.10
€2+sT (7.10)

Using the controlled system parameter values listed in Table 7.2.2 (a), Equations (7.7), (7.9)
may be solved analytically for controlled system response to a set-point disturbance with the aid of
CAL (Computer Aided Learning) tools such as XMAPLE [Bruce 1991] which formulate the solution
for complex differential equations. The solution in the time domain for P, Pl and PI (with transport

delay) control modes in response to a step change in set-point are listed in Table 7.2.2 (b).

The zone control was modelled in ESP-r by employin®G_05 modulating positional
proportional+integral (PI) control function with assigned values as listed in Table 7.2.2 (a). All

simulations were run for a 1-day period with a fixed time-step of 1-minute.

The results for the ESP-r simulations for the cases of proportional only, full Pl control and PI
with transport delay, are compared with the analytical set in Figure 7.3, from which it is clear that

there is a close correlation between analytic and simulated predictions.



0.0 1 | L | 1 | 1 | L
L] ARETS ] JELSLSTE S SIS LETE IS A D (TSI TH I
Time [(seconds)
1.5 . , .
-------- Exact —
) FsP—r
=2
>
= — T —
>
.2
> -
=
I=
0>
[— —]
=
0>
=
L0 1 | L
LR B o I RELSTH 1SR
Time [(Secands)
I 1 Exact
o ESP—r i
=
e
et _ _
[k
=
"é .
>
| e
=
kT |
oo b L | L | 1
L] flele Le e TR O LTS LTE

Tirme [(seconds)

Figure 7.3 Analytical validation: Proportional (top), PI (centre) and Pl with actuator delay (bottom).



7.2.3 Validation test A.2: Analytical validation of plant-side controller.

This test involves the analytical validation of the ESP-r plant-side positional
proportional+integral+derivative (PID) flux/temperature controller funct®@L01 The analytical
and simulated results for a controlled domestic hot water (DHW) calorifier are compared. The DHW

calorifier system is depicted in Figure 7.4.
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Figure 7.4 Validation test series A2: calorifier system schematic diagram.

Writing a heat balance equation for the calorifier gives:
Rate of heat storage in secondary + rate of heat loss from secondary = rate of energy supply from
primary.

The governing differential equation is then
MC(dég/dt) + mCy(6s — 65) = hA(G, — 65) (7.12)

whereM is the mass of water in the tank (k€), is the specific heat capacity of the feed water
(Jkg1K™), 64 is the supply water temperatuf€}, mis the mass flow rate of feed water (kgés),s
the feed water temperaturtC) andé, is the primary water temperaturecy.

Equation (7.11) may be written as

_6¢(9) B 0:(s)
S e S MR (E PO (712)
wherep=1 + mh—ip andr = Mhip

A controller may be added to this system in an attempt to hold the supply water temp&yature,
within prescribed limits regardless of any disturbances to the feed water tempefatuaad/or
desired valuegy. Control is achieved by means of P, Pl, PID control action on the manipulated

variable (the primary water temperature). A block diagram representation of the system incorporating



a controller is depicted in Figure 7.5. This system may be describedsiultimeain (Section 2.2) by

0y N (p—1)
Col+gr(s) +Ke  ol+gr(s) + K

64(s) = K (7.13)

whereK; is the controller gain. For proportional contrél, is a simple proportional gairK . For
proportional plus integral control, an extra parameter, the integral actionTjjpas(introduced in
which case the controller transfer functidh, is then taken to b&, (1 + 1/T;s) appropriate for a Pl

controller. A block diagram representation of the Equation (7.13) is depicted in Figure 7.6.
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Figure 7.5Validation test series A2: calorifier block diagram.
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In order to compare the system response to a load change, it is assumed that there is zero change
in the set-pointdy. For this case (assuming no actuator delay), Equation (7.13) reduces to:

0¢(s)

o(1+gr(s) + K¢ (7.14)

65(s) = (¢-1)
Alternatively, to compare the system response to a set-point change, it is assumed that there is

zero change in the load;, in which case (assuming no actuator delay), Equation (7.13) reduces to:

84(S)

MO e

(7.15)

An actuator delay can be modelled by including a time delay funefibigwhereT is the time
delay in seconds), in series with the controller glip,as depicted in Figure 7.6. Using the Pade
approximation of

2-sT
2+sT

K, = exp—sT) = (7.16)

[Liptak 1995] allows Equations (7.14) and (7.15) to be re-written as Equations (7.17) and (7.18),

respectively, to take account of actuator time delay:

0:(s)

0s(s) = (p—1) AL+ pr(9) + K (7.17)
and
_ 64
4(s) = K AT or@) 7K (7.18)
where
K = K¢K,. (7.19)

Using the system parameter values listed in Table 7.2.3 (a), Equations (7.14, 7.15, 7.17 and
7.18) may be solved analytically for various load and set-point disturbances with the aid of the
XMAPLE program. The solution in the time domain for various system disturbances and control
modes are listed in Table 7.2.3 (b).

In ESP-r, the calorifier system was modelled usitgpa 502-node calorifier component, two
type 24temperature source components, tyee 15pump components and a plant-side control loop
configured as depicted in Figure 7.7. Simulations were run according to the test schedule listed in

Table 7.2.3 (b) using a 3 second time-step unless otherwise stated.

It is clear from the simulation results sets (Figures 7.8 - 7.12) that the degree of correlation
between ESP-r is acceptable. Figure 7.10 indicates that the degree of correlation increases with

decreasing time-step.



Water

L=}

2-node calorifier
{eype 50)

temperaire
source
component

(tvpe 24)

B; =Feedwater temperature ]

EP = Primary water temnperaure ("C)

B, =3upply water temperature 2o

Purnp

(type 15)

By

Water
temperatire
SOUrce
component

(type a¢)

Figure 7.7 Validation test series A2: ESP-r calorifier system configuration.

v

Table 7.2.3 (a). Analytical validation test series A.2: calorifier system parameter
Element Parameter Assigned value
Calorifier Primary water tempera’[ur@p 80°C

Specific heat capacity of wat@,p 4180 J/(kg.K)
Feed water flow rate 0.3 kg/s
Heat transfer coefficient, h 600 VW(ZK)
System mass, M 100kg
Coil area, A 0.797°
@ 3.247
Controller Proportional gain 16.7 % pHe
Integral action time 10.0 seconds
Derivative action time 5 seconds




Table 7.2.3 (b). Analytical validation test series A.2: calorifier system equations.

Test Control NG NGy Actuator AG4(t)

ref. mode {C) °C) delay (s) ©

A.2(i) P Step (+5.0) 0.0 0.0 1.36xH-0.011) + 1. 362
A.2(ii) PID Step (+5.0) 0.0 0.0 0. 584xH(—0. 008)sin(0. 026)
A.2(iii) PID Step (+5.0) 0.0 10.0 —-0.001Exn-0. 701)) + (0. 001EXxH-0. 0044)

+c090. 0252)) + (0. 584expy(—0. 0044)sin(0. 0257)
A.2(iv) PID 0.0 Step (+0.6) 0.0 0.6+ (0. 027&xp—-0. 005%)sin(0. 02%))
—(0. 6expy(—0. 005%)coH0. 02%))
A.2(v) PI sine wave 0.0 0.0 —0. 003xp(—0. 008)sin(0. 028)
+-5 -0. 013xp(-0. 008)cog0. 025) + 0. 0130g0. 0006)

A.2(vi) Pl 0.0 Step (+0.6) 0.0 0.6+ (0. 0F&xH—-0. 008)sin(0. 02))

(0. 6ex(~0. 003)co<0. 02))

Figure 7.8 Analytical validation test series A.2: Proportional control (step change in load).
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Figure 7.10Analytical validation test A.2: PID control with delay (step change in load).
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7.2.4 Validation test B.1: Inter-model validation of building-side and global controllers.

The purpose of this test series is to validate building-side, global and plant-side two-position
multi-sensor controllerdBCL10, GCL0AandPCL08respectively). The response of the control system
as modelled by the ESP-r controllers is compared to the response as predicted by a general purpose
simulation program called TUTSIM. For a thorough explanation of TUTSIM, the reader should refer
to the System Manual [Walter and Jiner 1990]. Briefly stated, TUTSIM is particularly suited for the
simulation of continuous dynamic systems represented by differential equations as is the case with
ESP-r. TUTSIM can be regarded as a toolbox with a large number of elementary functions pre-
programmed. Each elementary function may be represented as a block so that interconnections

between blocks complete the object system being modelled.

In the first test, the ESP-r building-side two-position multi-sensor control fun&®h}10,is
used to model the zone-level intermittent control action applied to a 3-zone convective heating system
subjected to a system disturbance (i.e. a change in controller set-point), and the results compared to a
results set generated by a TUTSIM simulation of the same problem. The TUTSIM model of the
combined zone and (idealised) plant system is based on a first-order model of the zone and the heating
plant (Florez and Barney 1984). It is assumed that the thermal time constants associated with the
heating plant and the internal air space and its contents are negligible compared to that of the building

structure. The differential equation governing the time variation in the zone tempefglise (

NG
t

q +6,(t) = RQ,(t) + 6,(t) (7.20)

whereg, (1) is the zone air temperaturdC)), Qy, (t) is the heat output of the heating system (W) and
8, (t) is the external dry bulb air temperatut€),

The TUTSIM configuration for a single zone is depicted in Figure 7.13. The zone air point
temperature time derivativegg is obtained by using gain (GAI) functions to sum the appropriate
quantities and then using an Euler (EUL) function to integrate the time derivative. It should be noted
that an INT function is normally used for integration purposes when using TUTSIM. However, the
TUTSIM manual recommends specification of the EUL integrating function for the modelling of
discontinuouscontrol action otherwise inaccuracies may occur in the prediction of the controlled
variable. This was verified during the course of these validation exercises when the replacement of the
EUL function by the INT function resulted in a significant phase shift between ESP-R and TUTSIM

predictions.

The zone and plant system parameters are those listed in Table 7.2.2 (a) for the analytical test
series A.1 and were defined by employing constant (CON) functions. All three zones had identical
parameters specified with the exception of controller set-points (listed in Table 7.2.4). The controlled
system was modelled by specifying REL (relay) and IFE (logic) functions were used to initiate a step

change in controller set-point and to model controller relay switching action.



A series of TUTSIM simulations were carried out using a 1-minute time-step for the 3-zone
configuration shown in Figure 7.14 but with the global controller function disabled. Similarly, a
corresponding series of ESP-r simulations (employind@@kel10controller function) were processed
using a similar simulation time-step. The results for the zone-level controller test are shown in Figure

7.15, from which it is evident that there is good agreement between program predictions.

The second test in this series involves validation of the ESP-r two-position global controller,
GCLO3 Here, GCLO03 is used to supervise the three zone-level controllers of the previous test. The
global control schedule imposed on the zone-level control strategy is that listed in Table 7.2.4, i.e.
zone_B heating is ON only if zone_C heating is ON which in turn is ON only if zone_A heating is
ON. The global control was modelled in TUTSIM by the inclusion of REL and IFE logic functions as
depicted in Figure 7.14, which act to switch the zone-level controllers according to the supervisory
logic. The results for this test are shown in Figure 7.16 where it clear that there is a close correlation
between TUTSIM and ESP-r predictions.
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Figure 7.13Validation test B.1: TUTSIM configuration of 1-zone heating system.
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Figure 7.14Validation test B.1: TUTSIM configuration of 3-zone heating system.

Table 7.2.4. Inter-model validation test series B.1: control schedule.

Control | Coupled Period_1 Period_2 Period_3

function zone Startf  set-poirft@) Start | set-point°’C) Start set-point°C)
BCL10 A 00.00 15.0 12.00 16.0-17.0 21.00 15.0
BCL10 B 00.00 15.0 15.00 16.0-17.0 23.00 15.0
BCL10 c 00.00 15.0 10.00 16.0-17.0 18.00 15.0
GCLO03 All 00.00 Sequence: A-C-B (00.00 Sequence: A-CiB (00.00)Sequence: A{C-B
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Figure 7.15Inter-model validation test B.1: Two-position zone-level control.
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Figure 7.16Inter-model validation test B.1: Two-position system-level control.




7.2.5 Validation test B.2: Inter-model validation of plant-side controller.

The test series B.2 involves the validation of the ESP-r two-position contf0&08 The
controller is applied to the calorifier system of Section 7.3 to obtain intermittent control action on the
primary water supplyg,, in attempt to hold the supply temperatuég, constant irrespective of
system disturbances. The control system response to two types of system disturbance are modelled:
firstly, a step set-point change in the supply water temperature; and secondly, a step load change in the
feed water temperatu; . In both cases, the controller acts to maintain the controlled vartaple,
within prescribed limits by means of two-position control action on the manipulated vagighile,,
from Equation 7.11, setting, equal tods effectively zeros the heat transfer from primary to

secondary lines.

L

GAI 5 EUL ¢—
2 dat )
L
! LEGEND
(Al Lt (liseconds)

1
I
VA2, A3, A Gains |
:
I
N Primary water temperature (*C) X
I
1
I
I
I
I

B Y (1/seconds)
con 1B 1t1,62,43,  Time [seconds)
P
'8 12 Tnlet, outlet water temperatres (*C)
'a Crutler water temperature differential (“Clsecond)

Figure 7.17Inter-model validation test B.2: TUTSIM calorifier system representation.

The TUTSIM configuration of the controlled calorifier system is depicted in Figure 7.17. The
fixed parameters relating to the calorifier (i.e. those listed in Table 7.2.3 (a) for the analytical test
series A.2) were defined by employing constant (CON) functions. The supply water temp@gature (
was obtained by using gain (GAl) functions to sum the appropriate quantities of Equation (7.11) and

then using an Euler (EUL) function to integrate the time derivative.

The control system is modelled by employing relay (REL) and conditional (IFE) function
blocks to model controller relay switching logic. REL functions were used to initiate a step load
change in the feed water temperatuge) (of 10 °C at 10.00 hours and a step change in throttling
range of 3C at 20.00 hours. (Note thapdused as the input to the IFE block can only be calculated



if 65 is known and hence an ADL (algebraic delay block is required for use at the first simulation
time-step.). TUTSIM was then instructed to commence a 1-day simulation using a time-step of 3

seconds.

The calorifier system was modelled in ESP-r in a similar manner to that described in Section
7.2.3 for the analytical test series A.2, only in this test the control function used is the plant-side
control functionPCLO8(Figure 7.18). Simulations were then run for a 1-day period using a 3 second

time-step, according to the schedule listed in Table 7.2.5.

As indicated by Figure 7.19, good agreement was obtained between ESP-r predictions and
TUTSIM simulations, indicating that the control signals established by the models installed in the
ESP-r plant controller library and the subsequent solution of the nodal equations is accurate. It can
also be concluded that the TUTSIM program offers a useful and powerful means of modelling
systems described by continuous differential equations. It thus facilitates the verification of controller

modelling strategies based on the complex manipulation of differential equations.
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Figure 7.18Inter-model validation test B.2: ESP-r calorifier system configuration.



Table 7.2.5. Inter-model validation test series B.2: control schedule.
Control Period_1 Period_2
function | Start| Throttling rang€C) | Start| Throttling range’C)
PCLO8 00.00 31.5-31.6 20.0( 33.5-36.5
40,(} T T T T T T
0.0 —

Supply water temperature (deg,C)

-------- TUTSIM
26.0 —— ESP-r -
10.0 -
o0 . | . | . | . | . | . |
0.0 4.0 8.0 12.0 16.0 20.0 24.0

Time (seconds)

Figure 7.19Inter-model validation test B.2: Calorifier controller response.

7.2.6 Validation test C: Empirical validation of plant-side controller.

The system modelled is a cooling coil modulating proportional-integral (PI) flow rate controller
which attempts to maintain the chiller discharge air temperature at a prescribed level irrespective of
any system disturbances, by means of modulating the cold water supply to the cooling coil in the air
stream. This system was modelled by ESP-r as depicted in Figure 7.20, with controlled system
parameters as listed in Table 7.2.6. The predicted and measured discharge air temperature values are
shown in Figure 7.21, for a step change in set point (froffC2i6 15°C) from which it is clear that
although the final steady state values for both controllers are similar, it is observed that there are
discrepancies during the transient response phase. These observed discrepancies can be attributed in
part to the modelling resolution (2 node) used to model the thermodynamic response of the chiller

component, and also to the operating characteristics affecting the system dynamics for which data was



unavailable and therefore not taken into account during the modelling process, including:
- Non-ideal characteristics of the control elements, e.g. preload;

- Disturbances other than set point change, e.g. fluctuation in flow rates;
- Experimental error.
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Tai = Chiller inlet dry bulb air temperature Water
Tae = Chiller exit dry bulb air temperatore termperature
Tws = Chiller cold water supply dry bulb temperature SouUrce
Twr = Chiller cold water retum dry bulb termperature component
Type 24

Figure 7.20Empirical validation test: ESP-r model configuration of chiller system.

Table 7.2.6. Analytical validation test series C: chiller system parameters.
Element Parameter Assigned value

Chiller Number of tube rows 4

Face area, A 0.487

Face velocity 20@ !

Rated water flow rate 0.0an’st
Inlet water temperature €
Exit water temperature 12°€
Inlet air temperature 27T
Exit air temperature 15.C
Controller Proportional gain 30
Integral gain 0.5t
Set-point 15C
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Figure 7.21Empirical validation test: Chiller system PI controller response.

Comment.

In conclusion, the validation tests reported above have verified the installation procedures and
the accuracy of the developed control system modelling strategies based on the manipulation of ESP-r
numerical solvers. For all the representative cases considered, there was good agreement between
result sets, the degree of correlation increasing with decreasing simulation time-step. Such good
agreement is not surprising in the case of control system simulation where ‘correct’ answers may

realistically be expectegroviding the installation procedures themselves are correct.

The verification of several representative schemes has been reported in this chapter. Techniques
employed included critical evaluation of the theory and checking of source code together with
analytical, inter-model and empirical validation tests. The following chapter proceeds to discuss

issues relating to the applicability of the developed schemes.

References.

Bowman, N., Lomas., K., 'Does Dynamic Simulation WorkBuilding Services Engineering
Research Technologyo.4 1985.

Bruce, W., 1991Xmaple Language Reference Manwggringer-Verlag, New York.



Bunn, R., 'Tower of Babel or The Promised Land®ijlding Services)anuary, 1995, .pp 23 - 25.

Chow, T.T., 1995. 'Atomic Modelling in Air-Conditioning SimulatiorPh.D thesis,University of
Strathclyde, Glasgow.

Florez, J., and Barney, G.C., 198teheat time prediction modelBechnical Paper, Controls Systems
Centre, University of Manchester Institute of Science and Technology, England.

Hanby, V.., 'The Stability of a Proportionally Controlled Heating SysteBuilding Services
Engineering (B.S.E)lanuary 1976, Vol.43, .pp 208-211.

Irving, A.D. 1988. 'Validation of Dynamic Thermal Model&€nergy and Buildingsyol.10, No.3, .pp
213-220.

Jensen, S, O. (ed), 1994qlidation of Building Energy Simulation Progranf&art | and I, Research
Report PASSYS Subgroup Model Validation and Development, Commission of the European
Communities. Directorate General XII for Science, Research, and Development, Brussels, EUR
15115 EN.

Judkoff, R., Wortman, D., O’Doherty, B., and Burch, J., 1988Jethodology for Validating Building
Energy Analysis SimulationSERI/TR-254-1508, Solar Energy Research Institute, Golden, CO.

Liptak, B.G., 1995Process ControlButterworth and Heinemann, Oxford, England.

Lomas, A.D., Eppel, H., Watson, M., and Bloomfield D., 198#pirical Validation of Thermal
Simulation Programs Using Test Room Dat@lume 2: Empirical Validation Package, IEA
Annex 21.

Maxwell, G.M., and Shapiro, H.N., 'Dynamics and Control of a Chilled Water Coil', ASHRAE
Transactions, 1989, Vol. 95, Part 1 .pp 1243-1255.

Walter, E.R., and Jiner, W., 199DUTSIM Manual Netherlands.

Zermuehlen, R.O., and Harrison, H.L., 'Room Temperature Response to a Sudden Heat Disturbance
Input’, Trans. ASHRAEp 206, 1965.



Chapter 8
APPLICABILITY.

This chapter identifies the main categories of control system program users. The
control system modelling features developed in the present work are assessed in
terms of their applicability. Finally, future developments in the areas of applicability

are discussed.

8.1 APPLICABILITY.

8.1.1 Levels of abstraction and applicability.

Different stages in the building design process do not require the same level of modelling
abstraction. Members of the design team will look to simulation for answers to questions pertinent to
their particular areas of expertise. Building design itself is a fluid, amorphous process; yet broad
categories and classification of simulation user types may still be identified. The following levels of
abstraction, areas of application and types of user for building control systems modelling programs
may be identified (Figure 8.1).

Category 1:Initial design stage appraisal studies involving architects and their
clients. Often, at this stage, no decision will have been taken regarding the systems
regulation, and idealised plant systems and control schema are often sufficient. At
this stage architects may wish to assess, for example, the effect of varying boundary
(climatic) conditions and site orientation in terms of predicted energy consumption,
or the predicted seasonal comfort levels [Clarke and Maver 1991].

Category 2:Focused, in-depth studies of building system operating strategies, as
required by practicing HVAC and BEMS engineers, to ascertain optimum
configuration for the plant [Crawley and Nall 1983]. Professionals at this stage will
be more concerned with establishing appropriate set-back temperatures, analysing
the response time of the sensing and actuating elements, or assessing the
relationship between thermal and visual control parameters than with issues such as
orientation or office depth [Leaman 1993].

Category 3:Research and development work carried out in order to progress new
methods and techniques relating to sophisticated, 'smart’ controllers [Clarke and
Emslie 1988]. This includes applications of on-line BEMS simulation-based

predictive-iterative controllers.
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Figure 8.1 Application: user categories

8.1.2 Case studies.

The use of ESP-r in a building performance evaluation context and its suitability to the three
main areas of application identified above, is demonstrated in the form of three case studies.
- An initial design stage case study involving a multi-zone house situated in rural
Scotland.
- An in-depth study of a commercial building’s integrated zone, event, flow, global
and plant control system.
- Advanced control system design specification for a municipal building, which

includes a simulated-assisted predictive-iterative thermal control scheme.

These case studies are described with particular reference to the control system’s spatial,
temporal and logical element modelling features as described in previous chapters. Here, the focus is

on these elements when integrated in complete control systems.



8.1.2.1 Application Category 1: Initial design stage control appraisal.

This case study is presented to exemplify initial stage design, where control system dynamics
arenot the main focus, but where the design team may be concerned with indicative comfort levels
and energy demands. Typically, the exact form of the plant system will not be known, and only
indicative data is available on the expected mode of control. Operating set-points, throttling ranges
and so forth, will not be available because the plant system is assumed to be ideal, and thus no explicit

description is required.
House: problem description.

The house is situated on a remote Scottish island in a high wind location. The provision of an
unheated buffer space for inclement weather protection is part of the design brief. Because of site
constraints, the lounge faces south-west. The model contains ten thermal zones (Figure 8.2):

1) combined kitchen and lounge (kitliv)
2) hollow south-west wall (west_space)
3) passage (hall)

4) bathroom (bath)

5) bedroom (bed1)

6) bedroom (bed?2)

7) buffer south-west portion (buf_1)

8) buffer north-east portion (buf_2)

9) upper buffer (buf_roof)

10) roof over occupied space (roof)

The model employs seasonally adjusted air flow networks to represent air movement. The

subdivision of the sun-space into 3 thermal zones allows the buoyancy force to be represented.
House: control specification.

Zone-level, flow and event-based control schedules are defined for this problem. The control

schedules are summarised in Tables 8.1-8.3.

Zone-level control scheduleéThere are 6 zone-level control functions mapped to the various
zones, with the exception of Zone_2 (west_space), which is specified as free-floating for all control
periods comprising the simulation period. A variety of control modes are active: ideal control for the
lounge; PID control for the bedrooms; fixed flux input/extract for the hall and bathroom; two-position
for the buffer zones; free-floating for theest space‘;and multi-sensor discriminating pro-rata
control holding the roof internal surface temperature at the lowest of the hall temperature and the
bedroom ceiling temperatures. Similarly, sensor and actuator types vary: e.g mixed convective-
radiative sensor (modelling comfort control), and mixed convective-radiative actuators (modelling a
radiative heating system) for the lounge and bedrooms. Since no plant system configuration file is

defined, the energy input/extract is by means of 'idealised’ plant equipment.
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Flow control scheduleThere are timed extract fans in the kitchen and bathroom and control

logic to open the windows if internal temperatures rise above a specified level.

Event-based control schedul&he lighting is controlled for this problem. The controlled zones

(lounge and both bedrooms) are divided into two sub-zones, and an in-built method used to determine

daylight factors at four points, with proportional control for the near window sub-zone.

Table 8.1 Case study 1: building-side control schedule
Control | Associated] Sensed  Actuated ~ Period_1 Period_2 Period_3
function zone(s) property  variable  Start Mode Start Law Start Law
1 1 Mixed Air 00.00 Ideal opt. start 06.0( Ideal 18.90 Ideal
2 2 Air Air 00.00 Free-float 09.00 Free-float 22.00 Free-float
3 3,4 Air Air 00.00 Fixed flux 06.00 Fixed flux| 18.0¢ Fixed flux
4 5 Air Mixed 00.00 PID 09.00| Fixed flux  22.00 PID
5 6 Air Mixed 00.00 PID 09.00| Fixed flux  22.00 PID
6 7,8,9 Air Air 00.00 On-Off 09.00 On-Off 22.00 On-Off
7 10 Surface Surface 00.0(¢ Pro-rata 09.00 On-Off 22|00 On-Off
Table 8.2 Case study 1: flow control schedule
Control | Associated]  Sensed|  Actuated Period_1 Period_2 Period_3
function zone(s) property variable Stath Mode Start Law  Start Law
1 1 Temperature Window 00.00 On-Off 03.00 On-Off 5.00 On-Off
2 2 Temperature Window 00.00 On-Off 06.00 On-Off 07.00 On-Off
3 1 Temperature Window 00.00 On-Off 18.0D On-Off 19.00 On-Off
4 1 Temperature Window 00.00 On-Off 08.00 On-Off 18.00 On-Off
Table 8.3 Case study 1: event control schedule
Casual| Associated Sensed  Actuated Lighting zone_1 Lighting zone_2
gain zone(s) property variable  Start-Finish Mode Start-Finish Mode
Lighting 1 llluminance Flux 08.00-24.00 Proportional 08.00-24.0D Proportional
Lighting 5 llluminance Flux 08.00-24.00 Top-up 08.00-24.00 Top-up
Lighting 6 llluminance Flux 08.00-24.00 Top-up 08.00-24.00 Top-up




House: simulation diagnostics.

A simulation was run, using an hourly time-step and the Kew 1967 boundary condition climate
file, over a spring week (12th - 18th April). The air flow network predictions and temperature/comfort
profiles for the living room are shown in Figures 8.3 and 8.4 respectively, and those for the bedrooms
are shown in Figure 8.5 and 8.5. Comfort conditions during the ideal temperature control period are

considered acceptable for both living room and bedrooms.
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Figure 8.3House: mass flow rate profile for lounge
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Figure 8.5House: comfort, load and temperature profiles for bedroom_1
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8.1.2.2 Application Category 2: Detailed control system appraisal.

The second category of control system application relates to an in-depth analysis of practical
HVAC plant/control systems. The example presented shows how the level of detail may be increased
in order to account for the system’s dynamic characteristics as an aid to ‘fine-tuning‘ of the control
system’s parameters. At this level of design a sensitivity analysis of the effects of the throttling range,
sensor/actuator delay times, controller gains, etc, may be deemed appropriate. The hierarchical
structure of the control system would also be represented at this stage. This entails the determination
of exactly what type of system level control strategy (if any) is to be employed, e.g. global capacity
management, global sequencing, etc. Clearly, the precise control system parameters considered for
appraisal will depend on the control system specification. The main focus of attention in this example
is the dynamic performance of the system-level controller, which acts to supervise the plant-coupled

zones during the period of occupancy.
Commercial building: problem description.

The study involves an analysis of a complex control system forming an integral part of a
commercial building’s HVAC and lighting control system. The building is situated in North East
Scotland, with a layout suitable for high-tech companies (Figure 8.7). The HVAC system is a dual-
duct system supplied from central boiler/chiller plant (Figure 8.8). The hot and cold duct flow rates

are controlled by dampers.

The building is represented as 21 zones - 1 for each lettable space, 1 for toilets, 3 for entrances,
3 for stairs, 3 for ceiling voids and 1 for the roof space. The lettable spaces are arranged on 2 floors,
each having controlled natural ventilation for summer cooling. End spaces have glazing on three
sides, while the centre units have glazing only on the east. The building is sited with its long axis
facing east/west (15 off north). The exterior is primarily an aluminium panel system with concrete

floors and block partitions. Entrances and major areas of glazing face west and slightly south.
Commercial building: control system specification.

Time-scheduled zone-level, flow and event control schedules are defined for this problem. In
addition, system-level control logic is imposed on the zone-level controllers to supervise and resolve

contentions for available plant capacity. The control schedules are summarised in Tables 8.4-8.8.

Zone-level control specification.

Five of the zones are coupled to plant by the means of building-side control fuBCli@ The
zones are coupled for the period 07.00 to 17.00 hours; outwith this period, ideal controllers hold the
zones at a set-back temperature 86€7 This means that during the period of occupancy, the practical
system dynamics such as time lags associated with the heater and chiller are accounted for in full.
The remaining (uncontrolled) zones free-float under the influence of boundary and adjacent zone
conditions. This demonstrates the applicability of building-side control functiorzl foategories of

control system simulation, i.e. at both initial and advanced design stages.
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Figure 8.8 Commercial building: plant schematic diagram.

Plant control specification.

Six plant control loops are specified to control the dual-duct plant network; proportional-integral
(PI) control loops act to modulate the heating and cooling coils and proportional control loops act to
modulate the air-flow dampers. All plant control loops have specified sensor and actuator delays,

representing distance-velocity lags and actuator operation lags.

The PI control loops acting on the heater and chiller sense temperature and actuate flux. These
loops have their integral action time constants matched to the plant-side simulation time-step, the

values in both cases being set to 60 seconds.

Note that although the plant control is active over the entire day, the plant network will only
affect zone conditions during the period 07.00 to 17.00, i.e. during the period when the plant system is

coupled to the building zones.

Flow control specification.
There are timed ventilation controllers for all office units which operate when the internal

temperatures rise above the specified levels (e.%C)L0



Event control specification.

Event control for this case study is of a more complex nature than for the house exemplar,
representing the more detailed analysis normally required by lighting engineers at the detailed stage of
design. Here, control is in the form of a lighting manipulator with both siagtemultiple point
illuminance sensing control schemes active. @&gual gain controfile for this problem is shown in

Figure 8.9.

The casual gain type "2" indicates Weekdays, Saturday and Sunday control. Only one control
period is defined. This is usually adequate for most lighting control applications. The start and finish
hours are 07.00 and 17.00 covering the period of occupancy. Two lighting zones are defined: the first
represents the back portion of the room and has a multi-point sensor feeding a proportional dimming
function; the second lighting zone represents the front portion of the zone and has a single-point

sensor effecting control on the basis of a probability function to model stochastic occupant behaviour.

121t # Casual gain type to be controlled

1 # Mumber of control periods

17 # Start and finish hour

2 # Number of lighting zones

¥ Infornation for every lighting zone

# Lighting zone 1

600 1,3 151, # Lux set point, suitchoff light level, minimum dinming output, suitch-off delay tine
0,641 % 1 of casual gain, runber of sensors, calculation type

22, % 1, y, z coordinates of sensor location

138 % 1, y, 7 coordinates of sensor location

2. % 1, y, z coordinates of sensor location

178 % 1, y, 7 coordinates of sensor location

] # Control law for all control periods

¥ Lighting zone 2

90 1, 1, 1, # Lux set point, suitchoff light level, minimum dinming output, suitch-off delay tine
04112 % 1 of casual gain, runber of sensors, calculation type

24, % 1, y, z coordinates of sensor location

1 # Number of windows

7,01k # Window surface runber, daylight factor

4 # Control law for all control periods

Figure 8.9 Commercial building: casual gain control file.



As can be seen from the information defining the first lighting zone, a reference light level (set-
point) has been set to 600 lux. The switch-off light level is 130% of the reference light level and the
minimum dimming light output is set to 15% (i.e. the dimming range is 100% - 15%). The switch-off

delay time is set to 1 hour.

The first lighting zone controls 60% of the total zone lighting casual gain. The number of
sensors is set to 4 and the calculation type to 1, which calls for ESP-r's internal daylight factor
preprocessor, as opposed to an external call to RADIANCE. Multiple lighting sensors are used to
account for a variance in illuminance within the space in terms of what the ceiling mounted photocells
would detect. The average of these sensors is used within the simulation. Finally, the control law

identifier is set to 3, representing proportional dimming control.

The second lighting zone controls 40% of the total zone controlled casual gain. The reference
light level is 550 lux, with the switch-off light level and minimum dimming light output set to 100%
which is adequate for a simple on-off control. For this case only one sensor is specified and the
calculation type is set to 2, which calls for user specified daylight factors. For this type of calculation
additional data are required. These include the number of windows, in this case 1, the window surface
identifier, here 7, and the list of daylight factors, here only one, set at 1.5%. Finally, the Hunt

probability switching control function, type 4, is selected.

System level control specification.

A number of BEMS global control schemes are assessed in this case study in order to demonstrate
system-level control. Firstly, the zones are under zone-level control only, i.e. no global supervisory
control is active. The simulation is then repeated, this time with global capacity management control
(GCLOY) active where zone-level controllers are switched according to ambient conditions. A third
simulation is then run, this time with global scheduling contedll(02 where zone-level controllers
are sequentially shed, in accordance with the global controller schedule, until the total energy

requirement is within the specified available system capacity limits.

Table 8.4 Case study 2: building control schedule

Control | Associated Sensed  Actuated eriod_1 Period_2 Period_3

function zone(s) property  variable  Start Mode Start Law Start Law
1 3 Air Air 00.00 Ideal fixed 07.00 Plant couple 17.00 Ideal fixed
2 4 Air Air 00.00 Ideal fixed 07.00 Plant couple 17.00 Ideal fixed
3 5 Air Air 00.00 Ideal fixed 07.00 Plant couple 17.00 Ideal fixed
4 6 Air Air 00.00 Ideal fixed 07.00 Plant couple 17.00 Ideal fixed
5 8 Air Air 00.00 Ideal fixed 07.00 Plant couple 17.00 Ideal fixed




Table 8.5 Case study 2: flow control schedule
Control | Associated Sensor|  Actuated Period_1 Period_2 Period_3
function zone(s) property variable  Start Mode Start Law  Start Law
1 3,4,5,6,7,8,9,10 Temperaturg Windo! 00.00 On-Off 07/00 On-Off 17.00 On-Off
2 3,4,5,6,7,8,9 Temperature Door 00.00 On-Off 07.p0 On-Off 17,00 On-Off

Table 8.6 Case study 2: plant control schedule
Control Sensed Actuated Period_1
function property variable Start Mode
1 External temperature Flow diversion ratio 00.00 Proportional
2 External temperature Flow diversion ratio 00.00 Proportional
3 External temperature Flow diversion ratio 00.00 Proportional
4 External temperature Flow diversion ratio 00.00 Proportional
5 Plant component temperature Flow rate 00.po Proportional+integral
6 Plant component temperature Flow rate 00.po Proportional+integral

Table 8.7 Case study 2: event control schedule

Casual| Associated  Sensof  Actuated Lighting zone_1 Lighting zone_2
gain zone(s) property variable  Start-Finigh Mods Start-Finish

Lighting 3 llluminance Flux 07.00-17.00 Proportional 07.00-17.0D Probability switching
Lighting 4 llluminance Flux 07.00-17.00 Proportional 07.00-17.0D Probability switching
Lighting 5 llluminance Flux 07.00-17.00 Proportional 07.00-17.0D Probability switching
Lighting 6 llluminance Flux 07.00-17.00 Proportional 07.00-17.0D Probability switching
Lighting 8 llluminance Flux 07.00-17.00 Proportional 07.00-17.0D Probability switching
Lighting 9 llluminance Flux 07.00-17.00 Proportional 07.00-17.0D Probability switching
Lighting 14 llluminance Flux 07.00-17.00 Proportional 07.00-17.00 Probability switching
Lighting 15 llluminance Flux 07.00-17.00 Proportional 07.00-17.00 Probability switching
Lighting 16 llluminance Flux 07.00-17.00 Proportional 07.00-17.00 Probability switching
Lighting 17 llluminance Flux 07.00-17.00 Proportional 07.00-17.00 Probability switching




Table 8.8 Case study 2: system control schedule

Control | Associated  Sensed|  Actuated Period_1 Period_2 Period_3
scheme zone(s) property variable  Start Mode Start Law Start Law
Scheme_1 All External Numerical 00.00 Free-float 07.00  Global 17.00 Free-float
temperature on-off
Scheme_2 All Not required Numerica 00.0p Free-flgat 07400 Global 17.00 Free-flog
management

it
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Table 8.9 Case study 2: Zone radiant and convective energy (no global contrgl
Zone Heating energy Duration Cooling energy Duration
(id)/name (kWh) (h) (kWh) (h)
(3) Unit_f 6.7 15 -210.8 225
(4) Unit_g 6.3 2.3 -102.2 21.7
(5) Unit_j 3.2 0.8 -298.7 23.2
(6) Unit_a 4.0 1.0 -357.6 23.0
(8) Unit_e 2.4 0.5 -381.7 235

Table 8.10 Case study 2: Zone radiant and convective energy (GCLO1 actiye)

Zone Heating energy]  Duratior Cooling energy Duration
(id)/name (kwh) (h) (kWh) (h)
(3) Unit_f 3.8 0.1 -199.6 18.1
(4) Unit_g 2.8 0.1 -100.3 18.1
(5) Unit_j 3.0 0.1 -281.5 18.1
(6) Unit_a 3.1 0.1 -341.3 18.1
(8) Unit_e 2.9 0.1 -362.2 18.1

Table 8.11 Case study 2: Zone radiant and convective energy (GCLO02 activ
Zone Heating energy| Duratior Cooling energy Duration
(id)/name (kWh) (h) (kWh) (h)
(3) Unit_f 6.7 15 -212.0 225
(4) Unit_g 6.4 2.3 -103.3 21.7
(5) Unit_j 4.3 1.0 -268.0 14.1
(6) Unit_a 5.2 1.0 -325.3 14.1
(8) Unit_e 3.3 0.7 -346.7 14.1

e)

=



Commercial building: simulation diagnostics.
All simulations were performed using the Kew 1967 climate for a typical summer day (20th
August) with a pre-conditioning period (to overcome effects of initial assumptions) of 12 days. The

building and plant-side time-steps are 6 minutes and 1 minute, respectively.

The temperature and load requirements for these simulation runs are as shown in Figures
8.10-8.12, and the energy requirements listed in Tables 8.9-8.11 for the cases of (1) no global level
control imposed, (2) global on-off switching according to prevailing ambient conditions and (3) global
capacity management control with load shedding. Figure 8.11 and Table 8.10 show how the global
switching operates to zeroise the zone-level controllers when the ambient dry bulb air temperature
exceeds the global set point (2C); the reduction in energy requirement being achieved without

compromising comfort levels.

Figure 8.12 and Table 8.11 show the effect of global load shedding switching in order to limit
the zone-level energy requirements. Here, zones (in the order 3,4,5,6 and 8) are selected for shedding
until the total system requirement is less than the prescribed limit (1300 kWh). A comfort analysis for
the three control schemes is also listed, the comfort assessment being based on an activity level of 90,
a clo value of 0.70, and an air speed of 0.01 m/s. The results indicate that the global control strategies,
whilst reducing cooling demand and increasing zone air temperatures, do not compromise comfort

conditions.

This case study demonstrates the type of analysis that practising control engineers could carry
out: for example, to establish how far back the heating/cooling inputs can be cut without

compromising comfort conditions.

8.1.2.3 Application Category 3: Advanced control system design.

The final case study demonstrates the use of control system simulation in a research and
development context. Here, the attention is focused on modelling highly advanced control systems.
The case study is a public office building situated in central Scotland. The control specification is

ambitious with a mix of the spatial, temporal and logical elements as discussed earlier.

Municipal building: problem description.

The building consists of 13 zones, representing 12 office spaces and a corridor (Figure 8.13). A

packaged air-conditioning system is specified to service the complex (Figure 8.14).

Multi-zone municipal building: control system specification.

Time-scheduled zone and plant schedules are defined. Four control periods are specified:
00.00-08.00, 08.00-14.00, 14.00-20.00 and 20.00-24.00. The control schedules are summarised in

Tables 8.12 and 8.13. Attention is focused on three advanced modelling features:



- the performance of a fuzzy logic controller;

- relative humidity control;

- ESAC optimum start.

Zone control specification.

Different zone controllers are active during the 4 specified control periods. An optimum start

controller is active for the period 00.00-08.00. For the period 08.00-14.00 hours, all zones are

controlled by a fuzzy logic controll&CL17 while, for the period 14.00-20.00, all zones are coupled

to the packaged air-conditioning unit. Finally, during the set-back period, the 12 office zones are

controlled by means of a fixed heat input contrdi€t04

Plant control specification.

Four control loops are specified to control the air-conditioning plant (Figure 8.14): proportional-

integral (PI) control loops act to modulate the pre-heating and re-heating batteries, the cooling coil

and the spray humidifier. The pre-heater and re-heater controllers sense duct air temperature and

actuate heating flux; the humidifier controller senses relative humidity and actuates water flow rate;

and the chiller controller senses relative humidity and actuates flux. The plant system is coupled to the

building zones by means of the building control functiB@4.06for the period 14.00-20.00 hours.

Table 8.12 Case study 3: building control schedule

Control Mapped Sensed Actuated Period_1 Period_2 Period_3 Period_4
function zone(s) property| variable Start Law Start La Start La Start Law
1 All Air Air 00.00 Optimum | 08.00 Fuzzy| 14.00 Plant | 20.00 Night
start logic coupled set-back
Table 8.13 Case study 3: plant control schedule
Control Sensed Actuated Period_1
function property variable Start Mode
1 Duct air temperature Heating flu 00.0p Proportional+integral
2 Relative humidity Flow rate 00.00 Proportional+integral
3 Duct air temperature Cooling flux 00.00 Proportional+integral
4 Relative humidity Heating flux 00.00 Proportional+integral
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Municipal building: simulation diagnostics.
All simulations were run using the Kew 1967 climate for a winter day (20th January). The

building and plant time-steps were specified as 4 minutes and 1 minute, respectively.

The first simulation is used to compare the temperature and energy profiles for the cases of
fuzzy logic control and ideal control being active for the 3rd control period, 08.00-14.00, both with a
set-point of 2C0C. In the former case, the zone air temperature is held within the range 18.5C,20.5
normally deemed adequate for such an application (Figure 8.15). The plant input is more oscillatory in

the case of fuzzy logic control, with the plant limiting capacity resulting in a levelling of the profiles.

The second result set is used to assess the performance of the humidity controller. The
simulated profiles (shown in Figure 8.16 for the main office) indicate that the zone relative humidity
levels, whilst generally unsatisfactory for other periods, are within the prescribed limits (35%-65%)
during the occupied period. The comfort criterion listed is based on the following values: an activity
level of 90, a clothing level of 0.80 and an air speed of 0.01 m/s. The psychrometric states for the

plant components are as depicted in Figure 8.17 for the occupied period.
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Figure 8.18Case study 3: optimum start controllers.

The final result set compares the effects of employing an ESAC optimum start controller with
an ideal optimum start controller. The desired-time-of-arrival (DTOA), the target temperatif@) (18
and the available flux capacity (2.5kW) is the same for both controllers. Figure 8.18 shows the results
for an east-facing office revealing how the ESAC controller, when compared to the ideal exponential
controller, delays the plant start-up until 03.45 hours, after which time the (fixed) plant capacity is on
continuously until the DTOA, decreasing the control period energy consumption by approximately

one third.

This case study has demonstrated the type of analysis that research and development engineers
might undertake, e.g. what benefits might fuzzy logic controllers bring to such a system, and what are

the effects on comfort conditions of varying humidity controller set points.

8.2 CONTROL SYSTEM DEFINITION.

From a user point of view, the main barrier to the appraisal of environmental control systems
via simulation lies in problem description and data preparation in the face of uncertainty g€lakke
1989]. A major contributor to increasing technology transfer is by improving building control systems
simulation program user-interfaces, and, consequently, encouraging professionals from all user groups

to employ simulation in control system design and operation.

One way in which the control system definition process can be improved is by developing the
concept of themeta controller which is a controller having predefined parameters as specified in a
database entry (Figure 8.19), and which typically comprises several component control loops. The

control structure described in Section 3.5 may then be further extended and enhanced to offer the user



the option of specifying (viprj) entire control (sub)systems in the form of meta controllers. Each
meta controller specified for simulation still has several user-definable data items, e.g. periods of
validity, throttling range, set-point, etc. Clearly the effort required at the control system definition
phase is greatly reduced, with intelligent default parameter values being a feature of this scheme. (The
existing piecemeal method of constructing control loops is, of course, still required for specification of
customised control loops). The conceptual design of a library database of meta controllers has been
developed (although not yet fully implemented), together with an associated technical pro forma,

which will allow control system models to be easily installed in, and accessed from, this dhtabase.
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Figure 8.19ESP-r Meta Controller database.

Two sample meta controllers are now described: firstly, a weather compensator controller; and
secondly, a multiple heater coil control system. The weather compensator (Figure 8.20) acts to
modulate the boiler output according to external air temperature. The meta controller consists of one
control loop with the sensor location (outside), sensed property (external air temperature), actuator

location (boiler), actuated property (heating flux), controller type (type 0) and control law

T Alibrary of ESP-r meta controllers is presentedppendix D



(proportional+integral) predefined in the meta controller library database entry; the user only has to
specify control day types and control periods and accept/amend default controller definition data items

(set-point, etc.).
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Figure 8.20MCO01: Weather Compensator Meta Controller.

The multiple heater coil control system (Figure 8.21) comprises three control loops. The
functional description of the circuit is as follows:-

- discharge PI controller TC modulates valve_3 to maintain constant discharge
temperature;

- outdoor controller TP1 fully opens valve_1 when outdoor air temperature drops to
5°C;

- outdoor air controller TP2 fully opens the valve_2 when outdoor air temperature
falls below EC.

Rather than defining, in full, three independent control loops, the composite meta controller
requires the user to merely specify controller time schedules, the interface allocating - from the meta

controller database - default control loop data entries in the system control configuration file.
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Figure 8.21MCO03: Multiple Coil Meta Controller.




8.3 EMULATION.

An area currently receiving attention within the modelling community is the u=awhtionas
a means of evaluatinggal BEMS performance by connecting the BEMS to the simulated building
HVAC system via a hardware interface. Purpose-built, domain-specific simulators have been designed
and produced for the study and evaluation of BEMS. One such emulator is SIMBAD (SIMulator for
Buildings And Devices) [Visier and Nejad 1992]. It consists of a data processing environment by
which a control system or real BEMS can be connected by way of an interface (Figure 8.22). The data
processing environment is composed of a workstation and an energy simulation program, HVACSIM+
[Clark 1985]. The latter includes a set of building, heating and air conditioning equipment models.
The interface, which is made up of a data acquisition and control unit enables the real input/output

applied to the BEMS to be linked to the sensors and actuators which are simulated on the workstation.

The problems associated with the development and use of BEMS can be divided into hardware
and software. To investigate both issues, the International Energy Agency (IEA) launched two
research projects. The hardware problems were studied in the IEA Annex 16 project [IEA 1991]; the
software problems were considered in the IEA Annex 17 emulation project [Lebrun and Wang 1993].
Two simulation programs were used in the Annex 17 emulation study, HVACSIM+ and TRNSYS
[SEL 1988]. Six emulators were developed by the project participants: three using HVACSIM+ and
three using TRNSYS.

The energy saving potentials and performance of BEMS control strategies on hydronic heating
and air-conditioning systems were evaluated. This evaluation indicated that the emulation of building,
HVAC and BEMS is a powerful method of developing BEMS strategies, and that the building
emulator provides an appropriate testing approach for real BEMS under simulated ‘real' working
conditions. Emulation applications may be summarised as:

- BEMS software and hardware commissioning;
- evaluation of performance of BEMS control strategies and algorithms;
- controller pre-tuning;

- training and education of BEMS operators.

The present work has equipped ESP-r with several features necessary for emulation studies,
including:-
- simulation time-step variation (1 second to 60 minutes) and simulation time-clock
manipulation as a function of control system parameters;
- a multiple point sensing and actuation capability;
- advanced DDC-based controller algorithms;

- a hierarchical systems modelling capability.
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Figure 8.22The CSTB emulatoSIMBAD [Visier and Nejad 1992].

In order for ESP-r to participate in emulation studies, a hardware interface would be required,
the principal function of which is to couple the BEMS to the sensors and actuators of the simulated
plant. Analogue-to-digital converters (ADCs) are connected to the analogue outputs of the BEMS,
which would normally be connected to the plant actuators. The digital-to-analogue converters (DACs)
are connected to the BEMS in place of the plant sensors. As with the hardware interface device used
in the IEA project [Haves and Dexter 1989], a special component model would be required to read the
simulation clock and control the data transfer in both directions. In the case of HVACSIM+, the
component model is configured so that it does not participate in the iterative solution of the simulation
equations; a similar facility would be required to synchronise the hardware interface and ESP-r

numerical solvers.



The emulation studies undertaken to date have focused on assessment and commissioning of
plant-side controllers [Havest al1991 and Kellyet al1991]. However, similar techniques may also
be applied to the assessmentirtegratedpractical event, flow, plant, power and zone controller
subsystems - in the case of ESP-r, facilitated by the multi-system control modelling approach
elaborated in Section 3.5. The main stages involved in the interactive system emulation process are as
follows.

- Stage 1At each simulation time-step, the subsystem control executive is called as
normal to direct processing of the control function.

- Stage 2.The subsystem control function either processes the sensed condition
(illuminance level, thermophysical property, pump volumetric flow rate, etc.) as
normal or, if the loop is under test, writes this value to the hardware interface data
channel: in the former casBtage 3as followed; in the latterStage 3hs carried
out.

- Stage 3a.The ESP-r subsystem control function algorithm processes the sensed
value to produce an actuator signal.

- Stage 3b.The practical controller under test processes the sensor output,
subsequently writing the generated actuator signal to the hardware interface data
channel.

- Stage 4.The subsystem control executive processes the actuator signal as normal,

e.g. for building-side control, this signal is used in conjunction with the building
control system equation set to establish the future time-row control point condition
as elaborated in Section 3.5.
The control loops processimgal actuator signals and those processing ESP-r controller algorithms

may be switched at any time during the simulation as depicted in Figure 8.23.

The above scheme offers the possibility of employing emulation techniques for the validation of
all ESP-r subsystem control function algorithms. This may be achieved by carrying oStdgst3a
and Stage 3b for the control loop(s) under test, i.e. the sensed condition is used to generate a time-
series of actuator signals by both ESRnd the practical BEMS, thereby enabling empirical
validation of the controller algorithm. Moreover, inter-model validation may be facilitated by
replacing ESP-r with a substitute simulation program in the emulator and comparing the generated

time-series of controller output signals.

The main categories of control system programs users have been identified. The control system
modelling features developed in the present work were assessed in terms of their applicability. Finally,

future developments in the areas of applicability have been discussed.
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Chapter 9
CONCLUSIONS AND FUTURE WORK

The need for a capability to model advanced building control systems has
been demonstrated in terms of the comparative assessment of system performance,
and the quest for truly intelligent buildings. Having defined the practical objectives
(thermal comfort, optimum fuel consumption and optimised environmental control
system performance), the main goal of the work was to develop/enhance building
performance evaluation tools to enable this capability. The schemes introduced
facilitate the modelling and simulation of many advanced building control strategies
at an appropriate level of abstraction.

In this chapter, the general conclusions of the present work are summarised.

These are followed by recommendations for future work in this area.

9.1 CONCLUSIONS.

Optimisation of building control system design and operational strategies has assumed greater
importance not only for reasons of economy and environmental impact, but also because of occupant
comfort and safety. Buildings and their associated control systems are highly complex, making any
optimisation attempt non-trivial. In order to accommodate this complexity, and provide effective

design-decision support, building performance simulation programs can be employed.

While such programs typically provide assessments of simple building control strategies, there
are no facilities for the modelling and simulation of advanced hierarchical, multiple input, multiple
output (MIMO) control schema as they exist in practical state-of-the-art BEMS. The main goal of this
work was therefore to enable the modelling of advanced control within a fully integrated, whole
building, dynamic energy simulation program in order to facilitate high integrity control system
modelling. It was argued that the only way to analyse a real system rigorously is to provide a
mechanism that allows the inclusion of all the energy and mass flow paths which interact within the

real system.

In the field of control system simulation, the need for a generalised control system entities
database has been identified. Based on an extensive review, the following objectives were set: firstly,
to identify the set of required system entities as present in real building control systems; secondly, to
develop corresponding control system modelling schemes and refine existing facilities to increase the
integrity of the modelling process; thirdly, to verify the concepts and models by installation and

subsequent testing within the ESP-r system.

The control system simulation capabilities and robustness of the ESP-r system have been

improved. Composite and multiple point sensing and actuation capabilities have been developed and



installed in ESP-r. A numerical technique which facilitates the modelling of control to comfort criteria
(PMV) was demonstrated. Models for non-ideal sensing and actuating elements were added to
account for installed and operational characteristics. Numerical techniques were designed to facilitate

the modelling of time-dependent operational characteristics.

Simulation time-step and clock adjustment features were developed and tested on building/plant
problems. Time-step controllers were modified to allow for time-step reductions based on user-defined
control system criteria. Controllers which implement iteration in addition to time-step reduction were
added to eliminate the burden on the user when selecting appropriate time-step reduction trigger
values. These controllers were found to be suitable for applications where control system dynamics
are of particular importance, e.g. highly non-linear systems. A simulation clock adjustment controller
was developed to allow the simulation of system-level controllers. It also facilitates the introduction of
predictive-iterative controller techniques. A simulation clock pause controller was designed to allow

on-line control system parameter modification.

Matrix solvers have been developed to allow the efficient practical simulation of complex
control systems. This entailed the development of a supervisory matrix processing technique
compatible with the techniques already active in ESP-r. A library of global control algorithms have
been added to ESP-r. Control systems of a hierarchical nature can now be handled, allowing a range of
BEMS strategies to be investigated. A number of new zone control functions have been added to ESP-
r's control function database. An environment suitable for the installation of Artificial Intelligence

(Al) based controller models has been created.

The rationale of energy simulation assisted control (ESAC) was explained and subsequently
demonstrated by means of practical examples. The conceptual framework of ESAC is not system
specific; it can be generalised to apply to any thermal system and extended for use in industrial and
non-industrial processes. A library of ESAC algorithms was installed in ESP-r. New algorithms can

be added as required.

Modifications have been carried out to enable the establishment of a user-friendly problem
definition process, thus reducing the burden on the user. A control system ‘meta controller’ database
has been developed to allow standard and customised control systems and subsystems to be specified.
This constitutes a methodology for the interactive definition of the control system being proposed for
simulation. The results handling structure of ESP-r has been extended to allow control system

parameter recording, display and analysis.

A verification and validation methodology was outlined. Techniques employed included critical
evaluation of the theory and checking of source code together with analytical, inter-model and
empirical validation tests. Accordingly, the validity and verification of the developed schemes and

their installation in ESP-r were concluded.



Generally, as a system modelling tool, the application of these techniques could be extensive.
The new schemes can be used to achieve a wide range of application at a suitable level of abstraction,
and provide a unified mathematical structure for control systems modelling in general. Theoretically,
the methods will allow the investigation of new design features and the identification of optimum
control systems. ESP-r's capability to handle real BEMS strategies and multi-domain problems has
been demonstrated by examples which varied in complexity from simple, single loop circuits to

complex multi-level networks comprising fabric, plant, flow and control interaction.

9.2 FUTURE WORK.

The present work is merely a step towards an envisaged intelligent, integrated, building design
system, and work remains to be done in the area of advanced building control systems modelling. In

the context of the present work, several areas of future research can be identified as follows.

3-dimensional control algorithms. The current ESP-r multi-dimensional gridding scheme supports

only free-floating and ideal building-side control algorithms. This is because these algorithms employ
only the uni-directional nodal state variables. If these state variables were replaced by local variables
within the control related subroutines, then all the available control algorithms could be supported by

the multi-dimensional gridding scheme.

Artificial Intelligence (Al) controller modelling. Due to time constraints, modelling of artificial
intelligence (Al) based controllers in this project was restricted to the creation of an environment
suitable for the installation of fuzzy logic controllers. Future work in this area should involve

installation of models for neural network and genetic algorithm based controllers.

Validation of control system modelling schemeslt is well recognised that standard benchmarks
and validation tests should be incorporated into the simulation program [Macdonald 1997]. It should
also be made easier to carry out sensitivity analyses in order to establish the effect of controller

parameter changes (e.g. throttling range, gain, hysteresis) and determine the most important factors.

Further validation exercises are necessary with empirical work moving away from test cells to
more realistic buildings. Ideally, this would involve a comparison of simulation and empirical results
for an existing BEMS. Most existing data for building control systems is for small-scale, zone-level

systems.

Simulation based BEMS. As discussed in Chapter 6 and Chapter 8, future BEMS will have on-line
simulation software to orchestrate the control strategy. The main requirements for a simulation
program forming part of a coupled simulation-BEMS scheme are:
- The process model should be sufficiently accurate.
- The simulation program should have an exhaustive range of controller models and
be capable of handling multiple-level, multiple input-output systems in rapid

predictive-iterative mode.



- The program should be capable of responding to stimuli from the real system in a
timely fashion in order to accommodate the needs of the process (i.e. at least several
orders of magnitude faster than the process).

- There should exist suitable signal interface devices and equipment.

ESP-r meets the first three requirements. However, future work requires to be carried out in

order to design and develop interface equipment capable of linking ESP-r to a practical BEMS.

Condition monitoring. An essential aspect of designing the functional elements of control systems is

a regular assessment of reliability and failure rates. At the design stage, reliability comparisons are
made between alternative designs. At other times, they are done to determine if the proposed system
meets a specification. Clearly, reliability needs to be considered during the modelling process if future
simulation programs are to play an important role in the design and operation of BEMS. At present
this element is not modelled although recent years has seen an increase of activity in this area: e.qg.
Dexter and Trewhella [1990] describe a fuzzy rules-based model in which the number of starts, stops

and reversals are taken to indicate fatigue-induced wear on the actuator.

Control system designers often expect some demonstration of claimed reliability figures, e.g.
specification often calls for a minimudemonstratednean-time-to-failure (MTTF) [Cluley 1993].
This would normally require samples of the component to be tested for lengthy periods of operation
under the most arduous of working conditions. Generally, the testing of equipment to be used in
benign surroundings such as computer rooms and laboratories requires a minimum of environmental
control, but as the environment to be simulated becomes more severe, with greater excursions of
temperature, humidity, etc, then laboratory testing can become problematic. For example, boiler plant
control equipment will be subjected to high temperature and humidity levels, and subjected to changes
in power supply voltage and frequency. However, such conditions can be adequately simulated in a

software environment, saving years of laboratory testing time and associated expense.

Data input and uncertainty. One of the principal barriers to the use of energy simulation tools is the
problem of data input in the face of uncertainty. Control systems often require a substantial amount of
input data at a level of sophistication which is not available at the early design stages. Such a barrier
must not be used as a justification for over-simplification of the physical laws and operation of
systems. User input errors are also a frequent source of modelling error. This is understandable
considering the large amount of input data required for the definition of problems. One way to
minimise such errors is to incorporate intelligent defaulting and interactive range checking. With
control system simulation, difficulties are often encountered when extracting input parameters from
published data. Manufacturer’s data are usually related to steady-state test conditions resulting in a
lack of data for the dynamic case. In order to obtain full benefit from dynamic simulation, more

specific controller data should be obtained and made available to modellers.



From all of the above, it is clear that the objectives of this study have been fulfilled and that the
work is a step in the direction of imitating the reality of control systems. With the continuous advances
in information technology and increasing computer processing power, the prospect for energy
simulation is promising. The technology is now beginning to overcome the major barriers to practical
application, such as data availability for control system definition and advanced human computer
interface to cater for the practical needs of the profession. It is hoped that the present work will
trigger new thoughts and encourage further developments in the area of building control systems

modelling and simulation.
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Appendix A
APPENDIX A: GLOSSARY OF TERMS

* Cross-references are indicated by entrieialics.

GLOSSARY OF TERMS.

Access time. The time interval between the request for information and the instant that this
information is available. This is often the time taken for one complete accegsedplaeral by the

central processing unit.

Actuator. A means provided to execute the output from ¢batroller (i.e. the control action),

through operating final control elementThis control action is determined such as to reduce the error
between theneasured valuanddesired valueof thecontrolled variable.

Accuracy of an input. The maximum expected deviation of the indicated value from the true value.
Accuracy of an output. The maximum expected deviation of the actual value from the desired value.
Adaptive control. The primary objective of adaptive, 'self-learning’ treuristic’ control is to

reduce uncertainties concerning knowledge of the environment and system dynamics in an on-line or
real time fashion and to alter controller parameters so as to cause system operation to continuously
seek better performance Thus more accurate control is achieved over a wider range of external
conditions since control parameters are automatically adjusted as conditions vary. The need for
manual re-tuning to adjust for seasonal variations is eliminated.

Algorithm. A calculation method that produces a control output by operating en@nsignal or a
time-series of error signals.

Analog signal. A continuously changing variable.

Analog-to-Digital Converter (ADC or A/D). A hardware device used to convertamlog signal

into discrete voltage or current values proportional to the analog input.

Aperiodic damping. A system ofdamping so large that after having being subject to a single
constant or instantaneous disturbance, the system tends to a state of equilibrium, without oscillating
around it.

Applications software. In a BEMS, programs that provide functions such BBC algorithms,

energy management and lighting control, ©perating Software.

Arithmetic summation of uncertainties. The sum of the moduli of uncertainties. The most
pessimistic method of combining uncertainties. If three uncertainties are estimated at +/-3% each then
the arithmetic sum is +/-9%.

Artificial Intelligence. The process of enabling computers to mimic human learning and decision-
making.

Availability. The proportion of the switched-on time during which the equipment is available for
work, cf. maintainabilityandreliability.

Automatic control system (also automatic regulating system)A system that reacts to a change in



the variable it controls by adjusting other variables to restore the system to the desired balance.
Average control. If the value of thecontrol variable depends on the location of teensor,it may be
necessary to applgorrector action in proportion to the averagdeviation measured in several
locations.

'Bang-Bang control’. seeOn-Off control.

BEMS (Also 'BAS’, 'BMS’ and '"CEMCS’). A computerised system which operates to monitor and
control the energy usage in a building. Energy managerhBfC, safety, security, operations
schedules, commissioning and maintenance functions can all be provided under the overall
supervision of @entral stationcomputer and operator.

Binary switching. A facility which can be provided by a microprocessor basted controller.Each
physical step controls a load which is twice the size of the one preceding it, i.e. the loads are split in
the ratios 1:2:3:4 etc. The order in which the physical steps are switched is such that a four step
controller can control in 10 stages, a six step in 63 stages, and so on. The most common application is
in the control of electric heater batteries.

Boiler compensation. An operation which changes the operating temperature of a boiler usually
according to the outside air temperature.

Boiler optimisation. An energy management function which acts to balance boiler operation to loads
and control combustion air. See af3gygen trim.

Boost period. The period immediately prior to the occupancy period during which plant is operated
at its full rate capacity. See al@ptimum Start ControlleandSoft Start Controller.

Cascade control. A control system in which one controller provides the set-point for one or more
other controllers.

CEMCS. Comprehensive Energy Management and Control SystenBEES.

Central station. This is the heart of 8EMS, and also the main communication channel for the
operator. Here is contained the software and the main storadetafrelating to the plant and
buildings controlled.

Centralised intelligence. Description of a system where algorithm processing is only possible at the
central station.The outstations are dormant when not in contact with the central station.

Centralised system.A BEMSin which all executive control takes place attkatral station.

Closed-loop controlA system possess monitorifigedback,the deviation signalformed as a result

of this feedback being used to control the action firfial control elemenin such a way as to tend to
reduce theleviationto zero, cf.open-loop.

Communications module. Controls the transmission between other controllers and between
controllers and a central computer based on an established bus protocol.

Comparing element (also 'Error detector’). A control elementwhich compares theneasured

value and thedesired valuethen sends aarror signal (measured value minus desired value) to the

part of thecontroller which determinesontrol action. The control action implemented acts to reduce



the magnitude of the error signal.

Compensation control. A process of automatically adjusting tbentrol point of a givencontroller

to compensate for changes in a secomebsured variable(e.g., outdoor air temperature). For
example, the haleck control point is normally reset upward as the outdoor air temperature decreases.
Compensation control is one form @ben-loop control.See alsdBoiler compensatiorand Weather
compensation.

Continuous action. The action of arlement, regulatoor automatic control systerwhose output is

a continuous function of its input signal.

Controllability. Degree of difficulty in controlling theontrolled variable. This depends on the
delays which occur between a change in conditions at one point and its manifestation at another point.
This delay can be of two kinddistance-velocityandtransport lag, which have different effects on

the system. Together they determine the dynamic characteristics of the plant.

Controlled medium. The medium in which theontrolled variableexists. In a temperature control
system, the controlled variable is the space temperature and the controlled medium is the air within
the space, cfControlled agent.

Controlled variable. The quantity or condition that is measured and controlled.

Controlled sequence. Equipment operating order established upon a correlated set of environment
data conditions.

Controller. A piece of equipment which combines the functions of at leastséfigoint input
element,comparing elementand the amplifying and signal processing element foawatomatic
control systemlts purpose is to receive input fromsansorand then derive the proper correction
output to be sent to trectuator.

Controller type. In ESP-r, the controller type controls the actuated property sensed $sngerand
actuated by thactuator.

Control action. The action generated by tlwntroller and fed to thecorrecting unit, i.e. the
relationship between the input signal and the output signal of a control eleme2wntfol mode.

Control agent. The medium in which theanipulated variablexists. In a steam heating system, the
control agent is the steam, and the manipulated variable is the flow of ste@uontublled medium.

Control element. A general term for a constituent part of a control system.

Control function. Generally, this term is used for the operations carried out laygmatic control
system.Within ESP-r, the BUILDING control strategy is comprised of one or more control functions.
These are associated with the building zones to define the time-dependent control objectives. A
PLANT system, on the other hand, is governed by one or gwn&ol loops. In essence, control
functions and control loops are the same, differing only in the typesntiol laws used to link the
sensomlandactuator.

Control law. In ESP-r, this defines a contralgorithm which represents the logic or "control action”

of acontroller. For example, the control law implemented mayPke control.



Control loop. Generally, this term means any control network consisting otdmérol elements
required forautomatic control.However, in ESP-r, this term is reserved for those control loops which
govern the PLANT network control system - the BUILDING control strategy comprising one or more
control functions.The control loop comprises threentrol elements:- a sensaa controller and an
actuator. For example, a plant network may consist of an air-handling unit supplying hot air to one
zone, and cold air to a second zone. An ESP-r control loop for this system could be:- a SENSOR
located in the centre of the zone to measure the air temperature, a CONTROLLERIDnitbntrol

action) to determine a correction signal such as to reduce the magnitudecofathsignal (measured

value - desired value)and an ACTUATOR to receive this signal, and operatefitd control
element(in this case a throttling valve in the heating/cooling coil’'s hot/cold water supply line). Thus,

if the measured zone temperature is not equal to the desired value, the air supplied to the zone will
receive an increase in energy from the coil in accordance with the PID algorithm.

Control mode. The OVERALL type of control exercised over the processCdntrol action.

Control parameter. A variable used in theontrol algorithme.g. set-point, proportional band.

Control point. The actual value of theontrolled variable.

Control point adjustment. The procedure for changing the operating point of a localdoafroller

from a remote location.

Control range. The change between the initial and the potential value of the controlled condition.
Conventional controllers. All controllers with the exception ahicroprocessor-based controllers.

Thus the term ’'conventional controllers’ describes the followdnglogue controllers:- pneumatic
controllers, hydraulic controllers,fluidic controllers, electrical controllers and electronic (solid-state)
controllers.

Corrective action. Control action that results in a change of theanipulated variable.Initiated

when thecontrolled variabledeviates from theet-point.

Cumulative uncertainty. Cumulative uncertainty will arise in successive stages of the calibration
chain of a measuring instrument. This is usually compounded into a single value supplied by the
calibration laboratory.

Cycle. One complete execution of a repeatable process. In basic heating operation, a cycle comprises
one on period and one off period itvéo-position control system.

Cycling. A periodic change in theontrolled variable from one value to another. Uncontrolled
cycling is callechunting.

Critical damping. The limiting degree oflampingsuch that any decrease in the amount of damping
would result in a change froaperiodic dampingo under-damping.

Damper. A final control elementvhich acts to regulate the flow of air through a duct.

Data Gathering Panel (DGP). SeeOutstation.

Day economization. A control scheme which permits heating or cooling plant to be turned off

completely if the anticipated fall or rise in internal temperature does not exceed pre-selected limits



within a period, usually 1 hour.

Deadband. A range of thecontrolled variable in which no corrective actionis taken by the
controlled system and no energy is used. SeeZaigpenergy band.

DDC. SeeDirect Digital Control.

Dead time. The time interval between a change in a signal and the initiation of a perceptible response
to that change.

Decentralised intelligence.A system wheralata processing is carried out atitstationsas well as

at thecentralstation.

Deck. In HVAC terminology, the air discharge of the hot or cold coil in a duct serving a conditioned
space.

Demand. The term used to describe the maximum rate of use of electrical energy over a specific
period of time.

Demand control (also 'Demand Limiting’, 'Load Limiting’, 'Load Control’ and ’Load
Shedding’). An energy management technique used to monitor a facility’s energy use in order to limit
the peak demand by automatically shutting down selected equipment, on a priority basis, for short
periods of time. Demand limits are pre-programmed into the demand control software for this
purpose. Demand control is most often applied to electrical usage, and sometimes steam plant. Unlike
most other BEMS techniques, monetary benefits are not a direct result of energy savings since
electricity usage is often merely postponed, not eliminated. The benefits are reduced demand charges
to the customer and alleviated peak demand for utilities.

Demand limiting. SeeDemand control.

De-multiplexer. In aBEMS, a device used to separate two or more signals previously combined by a
compatible multiplexer for transmission over a single circuit.

Derivative action. The action of acontroller in which the output signal is proportional to the
direction and the rate of changedwviation of the input signal. This means that the derivative action
term ’looks’ to the future, by examining the rate of change of the error. It is the controller’s
'accelerator’ and 'brake’ and is used in additiorptoportional action,and possiblyntegral action,

to improve a controller’s response to sudden or large load changes. It cannot be used by itself since it
does not respond to a constant error.

Derivative action time (DAT). In a controller havingoroportional + integral action, the time

interval in which the part of the signal due to proportional action increases by an amount equal to the
part of the output signal due derivative action,when the derivative action is changing at a constant
rate.

Derivative Kick. Electronic 'noise’ can cause sudden changes in the sensor signal input to the
controller resulting in sudden error changes in the controller output. This is especially true in the
derivative part of &+1+D controller where this sudden rate of change causedettieative action

term to change dramatically. A changesit-point can also produce derivative kick and, to a lesser



extent,proportional kick.

Deviation signal. The difference between tiset-pointand themeasured value.

Digital-to-Analog Converter (DAC or D/A). A hardware device used to convert a digital signal into

a voltage or current proportional to the digital input.

Digital signal. A discrete-time signal with quantized amplitude. If the discrete-time signal can
assume a continuous range of values, then it is called a 'sampled-data signal’.

Direct Digital Control (DDC). A control loop in which amicroprocessor-based controllatirectly

controls equipment based sansorinputs andset-pointparameters, i.e. the plant is under the direct
control of software (either in aputstation or central station)and not through the intermediary of
some non-programmable controller. The programmed control sequence determines the output to the
equipment.

Discontinuous control. The controller produces a maximum or minimum output signal at an upper
and lower pre-set limit of themeasured variablein order to maintain the measured variable between

the limits (differential). Although there may be an optimum value, this is never maintained. The
measured value is always increasing or decreasing. There are basically two types of discontinuous
control:- Step controhndFloat control.Discontinuous control is an inexpensive and relatively simple
form of control. However, when the desired value has to be constantly maintained, some form of
continuous contromust be used.

Discrimination control. A control modein which sensorsignals from a number of sensors are fed

to thecontroller, which then decides on which sensor value to use when comparing a sensed value
with the desired valueFor example, in some multi-zone air-heating systems, the sensed temperature
'selected’ is the one indicating the zone with the maximum heating requirements. In this way, the heat
energy input to the system supply air is kept to a minimum.

Distance/Velocity lag. The dead time between an alteration in the value of a signal and its
manifestation unchanged at a later part of the system, arising solely from the finite speed of
propagation of the signal. For example, if a flow detector is located at a distance of 10 m from a
mixing valve and the position of the valve is suddenly changed, then if the water velocity is 0.5 m/s, it
will take 20 seconds for the new temperature front to arrive at the detector; thus the distance/velocity
lag equals 20 seconds. As long as the distance/velocity lag has not elapsed, the controller is neither in
a position to counteract the effect of a disturbance nor to correct that of any action it may have
initiated.

Distributed intelligence. SeeDecentralised systems.

Distributed Processing Unit. SeeOutstation.

Downtime. The time to locate a fault and then repair it.

Droop. A sustained deviation between tbentrol point and theset-pointin a two-position control
systemcaused by a change in the heating or cooling load.

Duplex transmission. Simultaneous independent transfedata in two directions, cf.Half-duplex.



Duration Adjust Type signal (DAT signal). This scheme is used to modulate an intermediate device

by sending it a train of on/off signals where the on to off ratio varies, according to the proportional
duty cycle. A common example is DAT control of a thyristor which in turn varies the amount of
energy supplied to an electric heating elementPcfsition Adjust Type Signal.

Duty cycling. A control method which alternates or cycles the sequence of plant.

Economiser control. An energy management function which aims to minimise energy consumption
by the use of 'free-cooling’. Internal heat generation in a building may requité\tA€ to provide

cooling, even though the air temperatures are lower tharthémenostat set-point. Under this
condition, it is possible to introduce outdoor air into the building to provide all or part of the cooling
normally accomplished by refrigeration equipment. To use this 'free-cooling’, the economiser
measures the dry-bulb temperature of the return air and the outdoor air, and selects an appropriate
amount of the cooler air for the building conditioning by adjusting outdoors, return and exhaust
dampers.

Effective dead time. In order to emphasize the essential difference between transfer lag and
exponential lag, the term 'effective dead time’ is used to denote the time interval between the change
of a signal and the build-up of the response to a specific proportion, say until 5% of the final change
has taken place.

Electrical control. A control system that operates on line or low voltage and uses a mechanical
means, such as a temperature-sensitive bimetal, to perform control functions such as actuating a
switch or positioning a potentiometer. Thentroller signal usually operates or positions an electric
actuator, or may switch an electrical load either directly or through a relay.

Electronic control. A control circuit that operates on low voltage and uses solid-state components to
amplify input signals and perform control functions, such as operating a relay or providing an output
signal to position an actuator. Thwentroller usually furnishes fixed control routines based on the
logic of the solid-state components.

Emulation. Real timesimulation. An emulator consists of a real time simulation of the building and
plant together with a hardware interface that is used to connect the simulaBEkSaThe outputs

from the control system are read by the hardware interface and used as the boundary values for the
simulation of the building and plant. The simulated outputs ofémsorsare transmitted through the
hardware interface to the control system, which then responds by producing a new set of outputs.
Enthalpy control. An energy management function which is similaretmnomiser controlonly

more sophisticated. In enthalpy control, the TOTAL heat content (sensible + latent) of the building
return air and outside air is measured, and the enthalpy controller adjudtsripersto select the air

with the least total heat content for cooling.

Equal-percentage valve.This type of valve is designed to produce equal percentage change in flow
for equal increase change in valve lift.

Equalised Run Time (ERT). A facility which can be provided by a microprocessor based step



controller. Rather than load in one direction and unload in the other (last on - first off), ERT loads and
unloads to equalise the time in which each step is made, or is in the on position by adopting a first on -
first off schedule. In this way, the run times for each plant item in multiple compressor and boiler
installations are equalised , ¢3tep controlandintelligent step control

Error detector. Seecomparing element.

Error signal. The difference between timeeasured valu@nd theset-pointor desired value.

Event initiated programs. Computerprograms initiated on the occurrence of an input/output
operation or an alarm condition.

Expert system.The embodiment in a computer of a knowledge-based component from an expert that
offers intelligent advice or takes an intelligent decision and, in addition, is able to justify its own
reasoning. An expert system is a computer program that learns, deduces, diagnoses and advises. The
style adopted to attain these characteristics is rule-based programming. The rules are based on logic
and standard computer statements. Expert systems can be useful for setting up control strategies in a
BEMS.

Fabric Protection Control. A control function, the aim of which is to prevent condensation
occurring.

Field Interface Device (FID). In a BEMS, this serves as a point of consolidation $ensorsand
controllers.

Feedback control. The simplest way to automate the control of a process is through feedback
control. Sensorsre installed to measure the values ofdabetrolled variables.These values are then
transmitted to feedback control hardware which makes a comparison betwessi-pioént or the

desired valueof the controlled variableand themeasured valuef these same variables. Based upon
this’error’ the feedback controller calculates signals that reflect the required valuenwdrifpilated

variable. These signals are then transmitted automatically tdiriaécontrol elementswhich act to

alter the manipulated variable in such a manner as to reduce the error signal. Feedback control acts to
eliminate errors. This is in contrastfeed-forward controlwhich operates to stop the error occurring

in the first instance.

Feed-forward control. The transmission of a supplementary signal along a secondary path, parallel to
the main forward path, from an earlier to a later stage. This means that it works to eliminate errors
occurring in the first place by forecasting the likely disturbance. However, if not ALL disturbances
are forecast correctly then poor control will result. Feed-forward control, while conceptually more
appealing, significantly escalates the technical and engineering requirements of the overall design.
The very sophisticated calculations must reflect an awareness and understanding of the EXACT
effects that the disturbances will have on d¢batrolled variable.With such understanding, the feed-
forward controllers are able then to compensate for the disturbances. Feed-forward control is reserved
for only a very few of the control loops within a plant. Thus, pure feedforward control is rarely

encountered and the more common situation ifdedback controWith some feedforward control



loops included. Se®pen-loop controlandCompensation Control.

Field Processing Unit. SeeOutstation.

Final control element. A device such as a valve damper that acts to change the value of the
manipulated variablelt is positioned by aactuator.

Firmware. Programmednicroprocessor-based controlletbat cannot be re-programmed or altered.
Floating action (Also Three-position control). This term refers to a controlled device which can
stop at any point in its stroke and can be reversed without completing its stroleanfiloler must

have a 'dead-spot’ or neutral zone in which it sends no signal but allows the device to ‘float’ in a
partly open position. For good operation, this system requires a rapid responsecimttbled
variable, otherwise it will stop at an intermediate position.

Fluidic controller. A controller that exploits the DYNAMIC properties of a fluid (e.g. the 'Coanda
Effect’), as distinct fromhydraulic controllersand pneumatic controllerswhich utilise the STATIC
properties of a fluid.

Forcing function. Externally applied time-dependent function, e.g. a step change setimointor
disturbance.

Forward path. The path that connects theference valugo thecontrolled variable.

Free-Float control. A building/plant system in which there is no active control strategy.

Function sequence systemsMany digital control systems require control events to occur in a
sequence for which an output state produces a change in the input state. That is, where each event is
not so much time dependent as dependent on the completion of the previous event. This process of
change producing change continues until some overall objective has been met is termed 'function
sequence system control’, cfime-sequence control.

Fuzzy logic controller. An artificial intelligence based controller which attempts to mimic the human
decision-making process.

Gain. This is defined as 100%/PB. Seeportional band.

Gain margin. The factor by which the gain must be increased in order to produce instability.

Global points. Allows designated points to share thedita with other bus connected devices.

HVAC. Heating, Ventilating and Air-Conditioning.

Half-duplex transmission. Transfer ofdata in two directions but by alternate, one way at a time,
independent transmission, ddbuplex transmission.

Heuristic controller. SeeAdaptive control.

Homeostatic control. In aBEMS,toward a predetermined state of equilibrium between adjacent but
interdependent elements of a system. This is obtained by use of digital metering devices combined
with amicroprocessor-based controller.

Humidistat. A device used in control systems for switching plant to maintain a relative humidity at
someset-point. The output signal is usually sent via a relay device tdinla&control element.

Hunting. Prolonged self-sustained oscillation of undesirable amplitude.



Hysteresis.For sensors, a measure of the differences in indicated steady state value for identical
conditions when approached from higher and lower states. For actuators, a measure of the differences
in output for a system responding to the identical steady state input when approached from different
directions. Hysteresis may have a physical cause, e.g. wear in the actuator gearbox, or a control
effect, e.g.deadbandor failure. It can be confused with failure to approach steady state in a
reasonable time.

‘Ideal’ control. Control that involves no time lags and with@dhtrol element$ehaving linearly.
Incremental control. A form of modulating controlwhere the control device is sent an increase -
hold - decrease signal from two binary outputs working as a pair. With this type of control it is
possible to provide a form gdroportional+integral (PI) control action without position feedback

from the actuator of the controlled device.

Indirect control. This means automatic operation of a control device located in the energy flow
stream via an intermediary system.

Inherent regulation (also 'Self-regulation’). Many simpleprocessesare characterised by the fact

that a new steady-state is reached automatically, i.e. without interference by manual or automatic
control.

Intelligent step control This is a microprocessor basstép controlleror sequencer, which can be
programmed or selected for different operational modes submasy switchingandequalised run

time. A second advantage which this type of step controller has over the motorised version is its
ability to provide easily adjustable time delays.

Integral action. The action of acontrol elementwhose output signal changes at a rate which is
proportional to its input signal size. The integral term may be considered as the 'memory’ of the
controller, looking at past errors. It acts to remmféset. It can be used in conjunction witkerivative

control action (I1+D) or, more commonly, withproportional action (P+l) or proportional and
derivative action (P+I+D).

Integral action time (IAT). In a control system havirig+l control action, the time interval in which

the part of the output signal dueitdgegral action increases by an amount equal to the part of the
output signal due to thgroportional action,when thedeviationis unchanging.

Integral Gain. Defined as the ratio giroportional gainto integral action time.

Integral wind-up. It is possible for dinal control elemento be in a 'fully open’ position but the
controlled variableto be some way from the set-point. For example, this often occurs during the
morning heat-up period. The error will persist for some time anthtbgral actionterm will become

large. This error is called the 'integral wind-up error’.

Interchangeability. The maximum difference in indicated value between two sensors chosen at
random, connected to the same interface and exposed to identical conditions.

Lag. A delay in the effect of a changed condition at one point in the system, or some other condition

to which it is related. Also, the delay in response tostiresing elementf a control loop due to the



time required for the sensing element to sense a change in the sensed variable.

Limit control. A control system in which, for reasons of comfort or efficiency, ¢batrolled
variable is prevented from exceeding or dropping below a certain value.

Linear control system. A control system in which théransfer functionbetween the controlled
condition and the command signal is independent of the amplitude of the command signal. The
characteristics of a linear system may be described by a linear differential equation of the first degree,
which remains true over the range being considered.

Load control. SeeDemand control.

Load limiting. SeeDemand control.

Load shedding. SeeDemand control.

Local feedback. SeeCascade control.

Long term stability. The maintenance of repeatability over a long period of time, e.g. one year.
Maintainability. A measure of the speed with which loss of performance is detected, the fault
located, repairs carried out and completed, and a check made that the equipment is functioning
normally again, cfavailability andreliability.

Majority voting. A form of discriminatorycontrol. Sensed values are input to the controller, which
establishes, for each input signal, a corresponding 'dummy’ output signal. The ’resultant’ controller
output signal is determined from the majority of the dummy outputs. For example, if there are 3 input
sensors to aan-offcontroller, and 2 result in an ON status and 1 results in an OFF status, the resultant
controller output signal will indicate an ON status.

Master-submaster (also master-slave control)seeCascade control.

Microprocessor-based control. A control circuit that operates on low voltage and uses a
microprocessor to perform logic and control functions, such as operating a relay or providing an
output signal to position an actuator. Electronic devices are primarily used as sensors. The controller
often furnishes flexibl®DC andBEMS control functions.

Minimum phase systems.seeNon-minimum phase systems.

Mean active repair time (MART). This applies taepairable itemsand indicates the average time

an item may be expected to be out of service for maintenance and repair, given that the required
tools/parts are to hand.

Mean time between failures (MTBF). This applies taepairable items:if an item fails, say five

times over a period of use totalling 1000 hours, the mean time between failures would be 1000/5, or
200 hours. The MTBF is a measure of the likelihood that equipment will break down in a given
period. MTBF = MTTF + MTTR

Mean time to failure (MTTF). This applies taon-repairable itemsand indicates the average time

an item may be expected to function before failure.

Mean time to repair (MTTR). This applies taepairable itemsand gives the average time an item

may be expected to be out of service for maintenance and repair, including any order/delivery times.



Measured Value. The physical quantity that is measured by tt@sducer,i.e. the input to the
transducer.

Modulating. A control actionthat adjusts by minute increments and decrements.

MODEM. An acronym for MOdulator/DEModulator. This is a hardware device useiEMS to

change digital information to and from an analog form to allow transmission over communication
links.

Multiplexer. A type of field panel used IBEMS to minimize data transmission costs by using time-
sharing transmission techniques.

Night purge. An energy management function (rarely used in the U.K.) in which 100% outdoor air is
introduced to the building prior to starting up the air-conditioning equipment, thereby reducing the
cooling load.

Night set-back control. An energy management function which acts to reduce the occupancy
temperature by a few degrees, with the heating ticking over to maintain it. It is not usually as effective
compared to the modern practice of intermittent heating, where the system is switched off overnight.
Non-minimum phase systems.In terms of feedback control theory, minimum phase systems are
stable systems having zeroes in the left-half side of the complex s-plane, i.e. all denominator terms
contribute phase lag whilst numerator terms contribute phase lead. Systems with zeroes in the right
half of the s-plane (non-minimum phase systems) are inherently unstable (due to additional phase lag).
Offset. A sustained deviation between tbentrol point and theset-pointof a proportional control

system under stable operating conditions.

On-off control. A special case divo-step controlin which one of the output signal values is zero.
Open-loop control. A control system in which no monitorirfgedbackis used. An open-loop system
assumes a fixed relationship between a controlled condition and an external condition. It does not take
into account changing space conditions from internal heat gains, infiltration/exfiltration, solar gain, or
other changing variables in the building. Open-loop control alone does not provide close control and
may result in underheating or overheating. For this reason, open-loop systems are not common in
residential and commercial buildings. See &lsed-forward fontrolandCompensation control.

Optimum start/stop controller. This controller alters the time that th&/AC equipment starts/stops
depending on the weather conditions. It works by using an extsensbr and, occasionally, an
internal sensor, to bring in the heating/cooling plant at the latest possible time to get the
building/zone(s) to the required temperature by the start of occupancy.

Outstation (Also ‘Field Processing Unit', ‘Data Gathering Panel’, ‘Distributed Processing Unit’,

‘Field Interfacing Device', and ‘Substation’). In aBEMSsystem, this is the unit (with inputs from

the sensorsand outputs to thactuators) which controls the plant. It is often situated in the plant
room.

Over-damping. Aperiodic dampingn which the degree afampingis greater than that required for

critical damping.



Overlay system (Also 'BEMS reset system’).A BEMS which is overlaid onto conventional
analogue control systems providing reset signals to change temperature, humidity settings, etc. This
contrasts withintegrated DDC. where the BEMS provides direct digital control of temperature,
humidity and pressure, eliminating the need for discrete analogue controller.

Oxygen trim. An energy management function in which an attempt is made to reduce heat losses
from a boiler's exhaust gases, i.e., the aim is to try and approach the stochiometric ('ideal’) air/fuel
ratio.

Phase-cut signal. This is where a sine wave is cut off part way through the cycle to produce a
continuously varying output signal from a controller. The signal is then used to directly control a
magnetic actuator.

Over-ranged. A term used foproportional controllerswhen the load changes sufficiently to cause
thecontrol pointto move above or below the limits of theportional band.

PID controller (also P+I+D controller). A three-term controller havingproportional action,
integral action and derivative action. This enhances th&+| control algorithm by adding a
component that is proportional to the rate of deviation (derivative action) of the deviation of the
controlled variable.This compensates for system dynamics and allows for faster control response.
Pneumatic controller. A controller which uses compressed air as ttentrol medium.All the
required control terms are readily available, stgp control, PIDetc.

Point. A physical source or destination fdata in the form ofanalogueor digital signals.

Position adjust type signal. A controller output using two binary signals, working as a pair.
Normally, they drive a reversing actuator by sending either an increase, hold, or decrease command.
When used wittDDC the controller may calculate the percentage opening of the controlled device
based on the actuator running time to go from fully closed to fully open.

Potential value. The limiting value of the controlled condition that tends to be attained following a
particular adjustment of the corrector unit, all other factors which may effect the value of the
controlled condition being maintained constant.

Predictive control. A control system which attempts to predict the affects of a disturbance on the
future output. Predictive control forms the basis of many self-tuning control methodsdabtive
control.

Preheat period SeeBoost period.

Process control characteristic. This gives information on how themntrolled variableis affected by

small changes in the intermediate position offiti control element.

Programmable point. A control ormonotoring point for which the user may program an associated
control scheme.

Programmed start/stop. An energy management function which operates to selectively shut down
electrically-operated equipment. This is accomplished on a predetermined time-schedule, usually

paralleling occupancy schedules.



Proportional action. In this type ofcontrol action,the output of the controller is proportional to the
error. If the error is large, the signal output to the actuator is large, and if the error gets smaller, the
output signal gets smaller proportionally. The relationship between the two is determined by a
constant called theroportional gain. The error band within which the output is between 0% and
100% is called theroportional band.The higher thegain, the higher the proportional band. The

main problem with proportional control @ffset. This can be reduced by the additioniategral

action, although proportional action alone is used successfully in many situations where the degree of
offset is tolerable. A sluggish response to sudden, or very large, load changes may be improved by
incorporatingderivative action.

Proportional band (PB). That range of values afeviation corresponding to the full operating range

of output signal of the controlling unit resulting fropmoportional action only. The PB can be
expressed as a percentage of the range of the controlled condition which the measuring unit of the
controller is 'designed’ to measure. WHYAC control systems, the proportional band is expressed in
absolute units, with industrial control, the proportional band is expressed in percentages (of the input
value).

Proportional controller. A controller withproportional actiononly.

Proportional control factor. The broken loop amplification at an infinite period with amggral

action removed from theontroller.

Proportional gain. The inverse of thproportional band.

Proportional-speed controller. A variation offloating controlis proportional-speed control. In this

type of controller, the farther the control point moves beyond the deadband, the faster the actuator
moves to correct the deviation.

Process. A general term that describes a change imeasurable variablde.g. the mixing of return

and outdoor air streams in a mixed-air control loop and heat transfer between cold water and hot air in
a cooling coil). Usually considered separately from #mmsing element, control elemeand
controller.

Process reaction rate (PRR).The rate at which the plant responds to a disturbance. Usually plotted
with thecontrol variable on the y-axis and time on the x-axis.

Proportional kick. SeeDerivative kick.

Pseudo point. SeeSoft point.

Pull down period. The time taken for a measured temperature to reduce from some given higher
value to a requiredet-point.

Pulsed input. The representation of a value by a series of abrupt and relatively short cyclic changes
in a signal.

Random uncertainty or random error. The likely difference between a single ‘measurement and the
mean of the distribution of such measurements.

Rangeability. Ratio of maximum controllable flow to minimum controllable flow. It follows that



there is a minimum quantity which a valve, for example, can reliably control. Rangeabilities of the
order of 30:1 are considered reasonableVelve turn-down ratio.

Rate action. SeeDerivative action.

Ratio control. A controller which operates to maintain a pre-determined ratio between two quantities
(e.g. air-flow).

Real Time. A situation in which a computer monitors, evaluates, reaches decisions and effects
control with theresponse timef the fastest phenomenon.

Reference value.SeeSet-point.

Regulating system.SeeAutomatic control system.

Reliability. The characteristic of an item expressed by the probability that it will perform a required
function under stated conditions for a stated period of timayaeflability andmaintainability.

Repeatability. For sensors, a measure of the differences in the indicated steady state value when
exposed to identical conditions on different occasions. For systems, a measure of the differences in
output for a system responding to the identical steady state input on different occasions. In
repeatability testing the component approaches the steady state condition from the "same direction"
e.g. from cold to hot for a temperature sensor, thus repeatability excludes hysteresis.

Reproducibility. Similar to repeatability but inclusive of hysteresis.

Reset action. Seelntegral action.

Reset rate. Defined as the inverse of theegral action time.

Resolution. The minimum change in a variable that can be observedigital systems, this is
related to the number of bits used by séimalogue to digital converter (AD@) the controller. For an

8 bit system the resolution is 1 irf,2.e. 0.4% of range. 8 bit resolution is now considered
inadequate for BEMS inputs and most systems use 12 bit (or better) ADC although for technical
reasons the resolution may be quoted as 11 bit, i.e. 0.05% of range.

Response time.The time interval, with regard to a step input signal, between the input and the first
coincidence of the output signal with the final steady-state value of the output signal.

Root mean square of uncertainty. The square root of the sum of the squares of the uncertainties. If
there uncertainties are estimated at +/-3% each then the root sum of squares is +/-5.2% (compare with
the arithmetic sum of 9%).

Run time. Accumulates equipment on or off time and transmits totals periodically to the central
station. On-off cycle counting can also be accumulated as a maintenance indicator. Alarm
annunciation occurs if run time or cycle time count limits are exceeded.

Sampled-data signal. A digital signal, the amplitude of which can assume a continuous range of
values.

Sensing element A device or component that measures the value of a variable.

Self-acting controller. A controller where no external connections are necessary. Many work by

means of a capillary tube. Most self-acting controllers are girdy@ortional controltype.



Self-adapting optimiser. Optimisers are based on the linear approximation of the relationship
between the preheat time and tet-point temperature. However, as the cooling of the building
changes with the weather, so does the preheat curve. Thus, a new ’straight-line relationship’ is
required, otherwise the optimiser will be inaccurate. Flexible movement of the line is achieved on
microprocessor-based controllers by employing ’self-adaptive’ techniques to tune the line to the
response of the building and heating system.

Self-tuning controllers. A type of controller which has the capability to determine, dynamically, its
control parameters such again, integral action timeandderivative action time.

Self-regulation. Seelnherent regulation.

Sensitivity. The minimum change in input value that can be reliably detected. For a sensor, the
minimum change in the sensed variable that can be reliably detected. This may depend both on
resolution,external influences and "noise".

Settling time. The time required following the initiation of a specified stimulus (step change, ramp or
sinusoid) to a system for the output to enter and remain within a narrow band centered on its steady
state value, e.g. within +/-2% of the steady state value.

Sequential control (Sequencer) Refer toStep controller.

Set-point. The value on the controller scale at which tomtroller is set (e.g. the desired room
temperature as set ortteermostat).The desireatontrol point.

Smart sensor. A sensorin a BEMS which has an in-builADC, a communication section, some
memory to store look-up tables, and also the ability to directly contréihdecontrol element.

Soft point. A point that can be referenced as if it werenanitoring or control point in a BEMS
although it has no associated physical location. It may have a set value or be the result of a given
algorithm.

Soft start. An optimum startroutine in which, for reasons of thermal stability, the rate of increase of
control point temperature is limited.

Span. The quoted range of operation from minimum to maximum input or output e.§C i®60

°C. Accuracyhysteresisetc. may be quoted as "% of span”. Equivalent to full scale deflection (FSD).
Speed of responseA measure of how quickly a system responds to a change in input.

Split-range control. A control system in which a definite sequence of events takes place in order that
a certainrmanipulated variablanay have first preference as a means for the process control.

Stability. Two types of instability occur in control systems:- 'Monotonic’ instability and 'Oscillating
instability’. In monotonic instability, theontrolled variablebegins to increase as a function of time.

In oscillating instability, the value of the controlled variable begins to oscillate with growing
amplitude as a function of time. The first type of instability is usually due to a failure of the control
system to function, whereas the second is usually caused by a mismatch of the control system to the
process. The control system begins to amplify an error at some critical frequency instead of driving it

to zero. Note that instability is as much a part of microprocessor-based control systems as in



conventional control systemshis is in part because the strategy of control is the same in either case
and is the strategy which can create instability.

State-space analysis.The state-space approach is used by control engineers to study the internal
'states’ as well as input/output relationships. The state-space is a vector space of dimension equal to
the order of the system. Theansfer functionis usually transformed into a state-space form by the
'direct-programming’ method.

Steady-state error. The difference between theeasured valueand thedesired valueas the time

tends towards infinity. There are three types of steady-state errors:- Constant steady-state or
'Proportional Error’, Constantly varying or ’Velocity Error and Constantly accelerating or
'Accelerating Error’.

Step control. A control method in which a multiple-switch assembly sequentially switches
equipment (e.g. electric heaters, multiple chillers) as dbetroller input varies through the
proportional band.Step controllers may bactuator driven, electronic or directly activated by the
sensed medium (e.g. pressure, temperature).

Step input. An instantaneous change between two steady state input values. This is commonly used
to determine the response characteristic of a system.

Substation SeeOutstation.

Supervisory control. The predecessor @DC. In supervisory control, it is the central computer
(and not thebutstation's microprocessor) which determines tirgaloguecontroller’sset-point. (Note

that the controller in 'Supervisory control" is still of the analogue type, as oppoBdaan which

the controller is microprocessor based). The main computer coordinates and balances the operation of
all the outstations in order to achieve optimum efficiency and comfort levels, and also to supervise
energy management functions. Typical supervisory control functions ingladeammed start/stop,
economiser cyclandload control.

System-level controller. In a BEMS, a microprocessor-based controllethat controls centrally-
locatedHVAC equipment such a¥AV supply units. Thecontrollers typically have a library of
control programs, and many control more than one mechanical system from a single controller, cf.
Zone-level controller.

Systematic uncertainty or systematic error. A constant uncertainty or error in one direction due to

an experimental factor, e.g. calibration uncertainties in reference instrumentation

Thermostat. A device used in control systems for switching plant to maintain a temperature at some
set-pointThe sensorand controller elements are combined. The output signal is usually sent via a
relay device to thénal control element.

Three-position control. SeeFloating action.

Three-term controller. A controller with proportional + integral + derivative action (PID).

Throttling range. In aproportional controller,the control point range through which theontrolled

variable must pass to move thmal control elementhrough the full operating range. Expressed in



values of the controlled variable (e.g. K, %RH). Also calledptioportional band.In a proportional
roomthermostat,the temperature change required to driventiamipulated variablefrom full off to

full on.

Time and event programs. Initiates a predetermined series of control actions based on time of day,
elapsed time, alarm condition or a point status change.

Time constant. The time required for a dynamic component such gengoror a control system, to

reach 63.3% of the total response to step change in its input. The 95% response time is then
approximately equal to 3 times the time constant. Typically used to assess the responsiveness of a
component.

Time proportional action. A control action in which on/off devices are switched on for a time
proportional to theerror signal. The time proportional controller keeps the plant on for a defined
fraction of a time period which is set by the operator when the system is configured.

Time schedule.Record of the desired changes of a variable or operational status with respect to time.
Time-sequence control.In digital control, systems, the state of the next output is determined by the
lapse of time from the start of the previous state. Such a process is usually encountered as part of an
overall sequence involving functional dependence. (Beection sequence systemdl) is a
characteristic of this type of control sequence that it depends only on the passage of a fixed amount of
time and not on the state of any variable in the system.

Transducer. A device which converts the quantity being measured into an optical, pneumatic,
mechanical, hydraulic or electronic signal. Transduction is the energy conversion process that takes
place, i.e. from one form of energy to another, e.g. pneumatic to electronic.

Transfer function. Is a 'prescription’ which will give the output response for any specific history of
input.

Transient response. The time variation of an output signal when an input signal or disturbance of
specified nature is applied.

Transient peak value. The maximum value of the output signal ic@ntroller's response to a step
function input signal.

Transport lag. Occurs when energy is transferred through a resistor to or from a capacity.

Triac. In electronic control systems, a relay switch used to bring in other equipment, e.g. a pump.

TRV. Thermostatic radiator valve. This is a control valve which hassémsor, controllerand

actuator functions combined in one device. Wax expands with an increase in space temperature to
throttle the water flow rate through the radiator.

Two-position controller. A controller whose output signal changes from one predetermined value to
another predetermined value when diegiation changes sign.

Two-position controller with overlap. A controller where the output signal has one predetermined
value when its input signal exceeds a certain threshold, and another when its input signal is less than a

second threshold. The difference between the two thresholds is the 'differential’ or 'overlap’.



Two-term controller. A controller with eithemproportional + integral (PI) actionor proportional +
derivative (PD) action.

Underdamping. A degree of damping sufficiently small that after the system has been subjected to a
single disturbance, one or more cycles or oscillations are executed by the system.

Unitary controls. Some components, such as chillers, boilers and air-handling units, come packaged
with their own controls or control systems, but which are capable of interfacing with a BEMS.

Unity feedback. This is where the feedback through the sensor is accurate, the sensor has little
thermal mass and lags are short.

Valve authority. Ratio of pressure across a fully opened valve to the pressure drop across the
remainder of the circuit.

Valve regulation. Ratio of maximum to minimum controlled flow.

Valve turndown ratio. Ratio of maximum normal (usable) flow to minimum controllable flow, cf.
Rangeability.

Valve positioner. A control valve accessory which transmits a loading pressure txtaator to
position the valve exactly as required by toatroller. It helps overcoméysteresisand lags due to
friction.

Virtual point. SeeSoft point.

Weather compensation. A control algorithm which varies the temperature of the heating and
cooling medium with respect to the outside temperature. Can incorporate internal temperature reset
which senses the space condition and applies a correction to the heating medium temperature if the
desired space temperature is not achieved. Se8ailgs compensation.

Wild coil. A coil where no control is exercised over either the temperature or the flow-rate of cooling
or heating.

Zero energy band. An energy conservation technique that allows the temperatures to float between
selected settings, thereby preventing the consumption of heating or cooling energy while the
temperature is in this range.

Zone-level controller. A microprocessor-based controllghat controls distributed or unitalVAC
equipment such agAV terminal units, fan coil units and heat-pumps. Thesatrollers typically

have standard control sequences, relatively few connected input/output devices, and are dedicated to
specific applications.

Zoning. The practice of dividing a building into sections for heating and cooling control so that one

controller is sufficient to determine the heating and cooling requirements for the section
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Appendix B
APPENDIX B: ESP-r CONTROL FUNCTIONS

B.1. ESP-r CONTROL ALGORITHMS: LOGIC FLOW CHARTS.

A selection of ESP-r control functions is presented here in flow-chart form. Note that in the case of
the building-side control functions, the mixed sensing and mixed actuation options - available with all
functions - are omitted for clarityBl, B2 and B3are the building control system equation set

coefficients (Section 3.5).
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Figure B.1 BCLOO: Mixed air-surface sensor.



TFUT and QFUT computed from control |
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|ITER-0; Q3UM=0|

TaLD=TFUT

(Fn:nr each cnnstmctinn)
¥
Calenlate (using Q3UM) the plant
radigtve & convective COMponents
L]
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¥
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Figure B.2 MZRCPL:Numerical algorithm for modelling mixed air-surface actuation.



LEGEND

call BOLO TEUT = future coutrol point temperatire
| TCTL = control potnt temperatire
TCTL=TNP THNP = temperature with zero plant input
QFUT=00 (HM = max specified heating flux capacity
| QHN = min specified heating flux capacity
| establish sensed variable: call CEVAR QCM = max specified cooling flux capacity

QCN = min specified conling flux capacity

B1,B2, B3=matmy coefficients

=(B3-Ba*CaP) B2

ciator

ncated at

surface of i
COnSTCHan ¢

| Q=G*(SURFACE AREA) |
|

le=qch | {o=0cm]

actuator
located at
surface of within
constneton 7

located st
surface of within
constreton f

Q=0/SURFACE AREA

TFUT=(B3-B2*C)/B1
QFUT=Q

Figure B.3BCLO1:Ideal controller.




LEGEND

{gall BCLOZ S | TEUT = foture control point terperatire
TCTL=TNP TCTL = control pont temperature
QFUT=00 TNF = teroperatuee withzero plant input,
\+ GQHM = max specified heating fux capaciy
| establish sensed varishle: call CEVAR | QHN = min specified heating flux capacity

QUM = max specified cooling flux capacity

Y QCN = min specified cooling flux capacity
B1,B2, B3= matnx coefficients

ICTL=TNF
TNEXT=HSF

ar
- THEXT=CSE

Figure B.4 BCLO3:ldeal optimum start controller.



=QH

TCTL=TNP

QFUT=00
{

‘ establish sensed vanable: call CEVAR |

LEGEND
TEUT = future control point temperanire
QFUT = fiture flox ijection
TCTL = control point temmperature
THP = temperature with zero plant input
QH = specthied heating flux capacity
QC = specified cooling fhux capacity
B1BZ, B3= matnx coefficients

]

TFUT={B3-B24Q) Bl

QFUT=Q

=

Figure B.5 BCLO4:Fixed flux input/extract.




(call BCLOS ) ¥

TFUT=TMP
QFUT=00

TDELTA=3600/NETEF
T

| update BPID varaibles used in recursive models |
U
| establish sensed vanable: call CFVAR |
[
[establish error signal: TCTL-3P |

f

RINT=00

LEGEND
TEUT = fumre conteol point temperature
THP = temperature with zero plant input
QFUT = futre flux injection
TCTL = control point temperature
BFID: holds past data values
IMO: Pi=1),Pl(=2),PD(=3),PID(=4)
RINT: Integral action tenm
ELRY: Dertvative action term
3F = set point
TU = upper throttling lirnit
TL = lower throttling livir
QM = max. specfied heating flux capacity
QW = min. specified heating flux capacity
B1,B2, B3= mateix coefficients

‘RDR‘.F:D.D ‘ ‘RDR‘.F:{TDJTDELTA}-"BPID{I}-BPID{Z} |
[ |
¥

|Q=QSP+{RKP"BPID{1}+RINT+RDR‘! |

Figure B.6 BCLO5:PID controller.




(zall BCLO7

TCTL=THP|
QFUT-00

| Estahlish control se.{l?sed variables: call CFVAR |
[STAGE=IRTAGE

LEGEND
TEUT = future control point temp eratmre
THP = temperature with zero plant input
QFUT = furre flux injection
TCTL = control point terperature
HBP = heanng setpoint
HUP = H3P + heating deadband
C3P = cooling setpoint
CLOW = C3P - cooling deadband
ISTAGE=heating(+)/conling(-) stage
[STAGET = previnns stage
B1,B2, Bi= matix coefficients

Figure B.7 BCLO7: Multi-stage controller.




¥
TEUT=THF
QEUT=00
TCTL=THP

V
| establish sensed vanable: call MZMIXT |

D=AFE* 2*1006.0

| T9=(B3- (B1-(B2*D))*HSP(B2'D)|

| T5-=(B3- (B! - (B2*D))*CSP)/(B2'D)|

LEGEND
TEUT = future control point temperature
TP = temperature with zero plant mput
QEUT = futre flux jection
TCTL = control potnt temperature
T3 = supply air temperature
T3M = max. supply st temperature
T3M = min. supply air temperature
HEP = heating set point
CHP = cooling set point
[FC=cooling index: O0=no cooling; 1=cooling
ABR =atr volumne flow rate
B1,B2, B3= matmx coefficients

Figure B.8 BCL08: CAV controller.




ll BCL10 y
TCTL=TNP
QFUT=0.0

[Establish conteol sensed vaniables: call CFVAR)

HSFON <TCTL«ISPOFE Y

Loy

LEGEND

TEUT = future control point temp eratire
TNP = temperature with zero plant input
QFUT = foture flux injection

TCTL = control point temperamre

QHME = max. specified heating flox capacity
QUMK = max. specified cooling flux capacity
LASTH=futore heating statns

LASTC= future cooling statns

B1,BZ, B3= matrx coefficients

Figure B.9 BCL10: On-Off controller.




(call BCLA1 )

¥ LEGEND
TCTL=TNE TEUT = future control point ternperamre
QEUT=0.0 TIP = ternperature with zera plant input
QFUT = futre flux injection
[Establish suiliary sensed variables: call CFMVAR] TCTL = control point temperature

TSEM: = resultant anxiliary temperamre
(GHMEX = max. specified heating flux capacity
QHMM = min. specified heating flux capacity

QCME = max. specified cooling flux capacity
MEAN LOWEST HIGHEST QCME = min, specified cooling flux capacity

T I 7 B1,B2, B3= matrix coefficients

f

TFUT=(E3-B2*QWBL
QFUT=Q

Figure B.10BCL11:Ideal pro-rata controller.




TSEN

IWEIGHTING|

|
TCTL=THP
QFUT=00

f
[Establish control sensed variables: call CFVAR]

¥
[Establish auziliary sensed varishles: call CEMVAR)

TSEN TSEN

LOWEST HIGHEST

I i)

LASTH="0N |

[LASTH="CFF|

LEGEND

TEUT = fumre. control point temperatre
THP = temperamre with zero plant input
QFUT = future flux injection

TCTL = control point temperatire

THDIF = heating differential

TCLIF = ooling differential

Mode = anxliary sensor mode

TWESEN: = resultant anxdliary temperatre
QHMEK = max. specified heating flux capacity
QUME = max. specified cooling flux capacity
B1,B2, B3= matnix coefficients

| LASTH="0N'

[LASTC="0FF"

Figure B.11BCL12: Two-position pro-rata controller (ideal).




tall BCL13 L]
TCTL=TNF
QFUT=0.0
L]

NTSCTH=CYTH*NTSTEF/3600
MTSON=HOFMIN*NTETEP 2600

]

| RATIOH=NTSCYH- (MTSHON+MTEHOF ) {HSPOFF -HSPON}|

| Establish sensed condition: call CFW\.R|

LEGEND
TEUT = fumre control point temperatnre
THP = temperature with zero plant lnput
QFUT = furre flox injecion
TCTL = control point temperature
BATICH= proportonality ratio (heatng)
NT3CYH=total eycle period (heating)
MTEHON= min. no. of time- steps ON
MTEHON= min. no. of time- steps OFF
HSPON= heating ON setpoint
HSPOEFE = heating OFF setpoint
GHME = max specified heat capacity.
ICOUNH = time- step comnter (heating)
B1B2, B3= matrix coefficients

Figure B.12BCL13: Time-proportioning controller.




|

TCTL=THF
QFUT=0.0

¥
[Establish control sensed variahles: call CEVAR]
¥

[DELTAQ=(QHHN - QHNHROC |

HEF+TH+HUPDIF T 1

i
[QH=QHLAST-DELTQH] [QH=QHLAST+DELTQH |

QH=QHLAST+DELTQH

LASTH="OFF LAZTH="0N" LaSTH="0I

LEGEND
TEUT = fumre control point temperature
TMP = temnperature with zero plant inpur
GEUT = futre flux injection
TCTL = control point termperature
HSP = heating setpoint
HUPDIE = upper heating differential
HLODIE = lowwer heating differental
GHLAST=heating stams (1=0N,0-0FF)
GHM = mazx. specified heating flux capacity
QHMN = min. specified heating flux capacity
HRGC=heating rate of change
B1,B2, B3= matrix coefficients

Figure B.13BCL14: Three-position controller.




call FCLO!

+

| establish sensed variable magnimde, SWCTL: call CLVAR

@ dynarnic set polnt adinstment: call PSYSPT|

| CONTROLLED COOLING 4@ M CONTROLLED HEATING|

| gain, RKP=(QH-QX)/(SGU-5GL)|

| gein, RKP=(QK-QM)/(SGU-3GL)|

QH=0M [heating]
QC=0K [cooling]

QH=0X [heating]
QC=0M [ooling]

LEGEND
MO = mode: +ve [heating]; - ve [cooling]
QX = maximun heatingfcooling capacity
QM = mindrmn hestingfeooling capacity
QH = heating flux
Q0 = cooling flux
3GU = upper throttling Lt
30L = lower throttling limit
3PC = set point

CDATA = controller sugur

Non-recorsive || Becursive Becursive Velocty| | Becrsive Velocty| | Recursive Velocity
osttional PPLPD || posinonal BPLPD | L algorith PID algorithin PID algorithin
D algorithm D algorithon [rectangular] [rectangular] [trapezoidal]
¥

L

QH=QM [heating]

|

QU=0QX [cooling]

CDATA = QH [heatin
CDATA=-QC [coolin

f

G

Figure B.14PCLO1:PID flux controller.




call FCLO3

LEGEND

‘ establish sensed varabls magnitde: call CLVAR| OUTH= output when sigral 5> upper set pofnt

CDATA=QUT

OUTL= output whensignal is < Lowez set point
D& -output necessany to overcorne bysteresis
HOUT is preswious tire step output valug
SWCTL = controlled state wriable

CDATA= controller output

S¥CTL:(HSASC-D
and.
SYCTL<HSASCY

SYCTL«{HSASC-DE)?

HSASC=SL+{SL-SU) [{OUT-OUTL)
{OUTU-OUTL

Hsasc-3u|  [Hsasc-sL|

¥

Figure B.15PCLO03: Proportional numerical controller.




LEGEND
call PCLO4

QUTF = output whent > = t,5tart

DTOA = Desited tite of axrival

DTMEF = Desited ternperatute level

A0 = Constant associzted with the time between
switching on heating and zone starting to heat.up.
Cornpte time, DT, necessary to reach desired temperatre A1=Constant sssociated theimal weight

level based on the curren‘d}.f sensed temperamre: A7 = Constant associated with outside ternperatiee.

DT=EXP(A0+A1*(SVCTL- DTMP)+ A2 TEF)) z“;lﬁ;m ::T: j;f:“ide}

| establish sensed variable magritnde, VCTL: call CLVAR

| TSTART-DTOA- D600

TSTARW

| TSTART-24 0+ TSTART |

PTIMEF »=TSTART?

EET G

@aﬂaur
BETUEN

Figure B.16 PCL04: Optimum start controller.




call FCLOS

| establish sensed variable magnimde, 3WCTL: call CLVAR

Fatal error on set point
T

SAVETMDR

LEGEND

TMDR(1) = holds sum of mass dversion ratios.
TMDR(Z) = indicates that TMDR(1) must

be calenlated once only.
DPX = maximum damper positon,
DPM = mindrom damper position.
30U = value at maimmm damnper posidon.
BGL = valne at minimuin damper position.
ICONT = first cornection number.
ICONZ = second cornection nurnber.
CDATA = controller ourput.

[ TMDR(1}=FCONDR(ICON 1}+FCONDR{ICONZ; |

— PGAIN=(DPE-DPM{SGU-56L)
DP'DE DE=DPX- PGAIN(SEU-SVCTL)

*

ED

Figure B.17 PCLO5: Proportional damper controller.




eall POLOT

‘ establish sensed variable maguimde, 3VCTL: call CLVAR

Y Lo Rscrav=0

N
(for gach control va.riahleJIPCVR))

E CDATON(TPCHF JFCVR)=CDATA(TFCHF JFCVE)|
[

‘ Inerement time-step covnter: NDUTYC=NDUTYC+1

[ DUTYC: NDUTYE
NDUTTC=1

NOFFCT=0
L

DUTYC »= NDUTY

and
OFFCT <= NTSOFE.

NOFFCT=NOFFCT+1

LEGEND

NWDUTYE= duty orcle peviod {in plant - sidetion: - steps)
NTEQFF =no. of plant - side time -5teps "OFF" pexduty qrcle period

WOFFCT= counter for "OFF"tirne - steps indutyoecle period
WDUTTE = plant.-5ids tite- step in period to cornence “switch off",
WDUTYC = counter for logging current position inopcle period,
WECT & = rmercory ot plant-side time - step.

CDATA() = controller output.

"SWITCH OFF" COMPONENT:

for each control variable,IPCVRj]

¥
CDATA(TPCHF [FCVE)=010

"SYITCH ON“COMPONENT:
CDATA(IPCMP IPCVR)=CDOATON(IECHE IPCYE)

RETURN

Figure B.18 PCLO7:Duty cycle controller.



3

f

establish sensed vanable magmmde, SVCTL: call CLYAR

CDATA(TFCME IPCYR)=0UTHI CDATA(IPCME IPCYR)=0UTLO
LASTOU=1 LASTOU=0

]

WCTL » SPTOFF ] WCTL: SPTOFE ]

N i)

CDATA(IPCME JFCYR)=0UTLO CDATA(IFCME IPCYR)=OUTHI
L4STOU=0 LASTOU=1

CDATA{IPCME IPCWER)=0UTLO ‘ ‘ CDATA{IPCME IFCVER)=0OUTHI

LEGEND
IMODE = = mode of operation flag.
SPTON = set point: lower (mode 1); upper (mode -1).
@ SPTOFF = set pont: upper (mode 1); lower (mode -1).
OUTHI = maximom controller sutput.
OUTLO = minimorm controller sutput.
LASTOU = contrller output at previous time- step.

Figure B.19PCLO08:Single sensor two position controller.




call PCLOR Y

‘ establish control point sensed variable magnitnde, VCTL: call CLVAR ‘

| establish anxliary sensed variable magrimdes, SVCTLE: call CLMVAR ‘

‘ determine the resuleant anxliary sensed value: call CLAXSN ‘

WCTL «= S¥CTLEY YCTL «=3VCTLEY

CDATA{IPCME IPCYR)=OUTHI CDATA{IPCME IPCVR1=0UTLO
LASTOU=1 LASTOU=0
YCTLy=SVCTLE ]

CDATA/IPCME JPCYR=0UTLO
L

CDATA{IFCMF IFCVER)=0UTHI
ASTOU=0 s toust
RETURN LEGEW
IOUMOD = mode of operation flag:

+1 for ON if control point < resultant awsiliary.
-1 for ON if control pomt = resultant anzliary.
OUTHI = output at ON status.
QUTLO = ourpur at OFF status.
LASTOU = controller output at previous time- step.

Figure B.20PCL09: Multiple sensor two position controller.




B.2. ESP-r CONTROL ALGORITHMS: SUPPLEMENTARY D ATA ITEMS.

B.2.1 Building control functions.

Table B.2.1.1 Mixed temperature controller

Reference User-specifiable miscellaneous data items
BCLOO 1 2 3 4 5 6
Set-point (upper) Set-point (lower Heating flux (max) Heating flux (mjn) Cooling flux (max) Cooling flux (rr
Table B.2.1.2 Ideal controller

Reference User-specifiable miscellaneous data items
Heating flux (max) Heating flux (min) Cooling flux (ma: Cooling flux (mim) Heating set-point Cooling set-p

Table B.2.1.3 Ideal (exponential) pre-heat (or cool) controller

Reference User-specifiable miscellaneous data items
Heating flux (max) Heating flux (min) Cooling flux (max Cooling flux (mimn) Heating set-pgint ~ Cooling set-p

Table B.2.1.4 Ideal fixed heat injection/extraction
Reference User-specifiable miscellaneous data items
BCLO4 1 2 3 4
Heating capacity Cooling capacity Heating set-point Cooling set-point




Table B.2.1.5 Proportional+integral+derivative controller

Reference User-specifiable miscellaneous data items
BCLOS 1 2 3 4 5 6
Mode Heating Heating Heating Heating Cooling
flux (max) flux (min) Set-point throttling flux (max)
7 8 9 10 11 -
Cooling Cooling Cooling Integral action Derivative action Derivative action-
flux (min) Set-point throttling time (mode=2,4 time (mode=3 time (mode=4) -
Table B.2.1.6 Building and plant linker
Reference User-specifiable miscellaneous data items
BCLO6 If coupling type < 4:

1 2 3 4
Supply component Component node Coupling type Max heating flux|
5 6 7
Max cooling flux Extract component Component node
If coupling type = 4 :
1 2 3 4
No. of coupled supply components No. of coupled extract components Coupling type Max heating f

6>

Max cooling flux

List of coupled components ...




Table B.2.1.7 Multi-stage controller with hysteresis.

Reference

User-specifiable miscellaneous data items

BCLO7

2

3

4

Heating (stage_0)

Heating (stage_.

1)

Heating (stage_2)

Heating (stage_43

Cooling (stage_0)

Cooling (stage_1

Cooling (stage] 2)

Cooling (stage_3

10

11

12

Heating set-point

heating dead ban

o

Cooling set-paint

Cooling dead band

Table B.2.1.8 Variable Supply Temperature Controller.
Reference User-specifiable miscellaneous data items
BCLO8 1 2 3
Max supply temperature| Min supply temperature air volume flow rate (m3/s)
4 5 6
Heating set-point Cooling set-point Cooling availability (0O=No;1=Yes)
Table B.2.1.9 Heat pipe control model
Reference User-specifiable miscellaneous data items
BCLO9 ! 2 3

Iteration flag (0=No;1=Yes)

Construction containing heat pipe

Outermost heat pipe node

Innermost heat pipe node

Critical temperature

Maximum number of iteration

temperature difference tolerance

Flux difference tolerance

Trace flag (0=No;1=Yes)




Table B.2.1.10 On-off controller
Reference User-specifiable miscellaneous data items
BCL10 1 2 3
Max heating capacity Max cooling capacity Heating ON set-point
4 5 6
Heating OFF set-point| ~ Cooling ON set-point ~ Cooling OFF set-point
Table B.2.1.11 Multi-sensor ideal pro-rata controller
Reference User-specifiable miscellaneous data items

BCL11

2

3

4

Max heating capacity

Min heating capacity|

Max cooling capacity

Min cooling capacity

No. of auxiliary sensors

Mode of operation

10

Auxiliary sensor item_1

Auxiliary sensor item_.

Auxiliary sensor item| 3

Auxiliary sensor item_4

(11)

(12)

(13)

(14

Auxiliary sensor item_1

Auxiliary sensor item_.

Auxiliary sensor item| 3

Auxiliary sensor item_4

11 (15)

(Mode=4 only) Sensor weighting




Table B.2.1.12 Multi-sensor on-off pro-rata controller

Reference User-specifiable miscellaneous data items
BCL12 1 2 3 4
Max heating capacity Max cooling capacity| Heating differential Cooling differential
5 6 - -
No. of auxiliary sensors Mode of operation - -
7 8 9 10
Auxiliary sensor item_1 Auxiliary sensor item_2 Auxiliary sensor item)| . Auxiliary sensor item_4
(11) (12 (13) 14
Auxiliary sensor item_1 Auxiliary sensor item_2 Auxiliary sensor item| . Auxiliary sensor item_4
11 (15) - - -
(Mode=4 only) Sensor weighting
Table B.2.1.13 Time-proportional on/off controller
Reference User-specifiable miscellaneous data items
BCL13 1 2 3 4

Max heating capacity

Max cooling capacity

Heating ON set-point

Heating OFF set-point

Cooling ON set-point

Cooling OFF set-point

Total htg cycle period

Min heating ON cycle perio

(l

10

11

12

Min heating OFF cycle period

Total clg cycle periogd

Min clg ON cycle per|od

Min clg OFF cycle period




Table B.2.1.14 Floating ('three-position’) controller

Reference User-specifiable miscellaneous data items
BCL14 ! 2 3 4

Heating set-point Heating dead band Heating shut differential Heating open differenti
5 6 7 8

Cooling set-point Cooling dead band Cooling shut differential Cooling open differential
9 10 11 12

Max heating flux Min heating flux Heating actuator rate-of-charjge Max cooling flux
13 14 - -

Min cooling flux Cooling actuator rate-of-change

Table B.2.1.15a Fuzzy logic controller
Reference User-specifiable miscellaneous data items
BCL15 1 2 3
Fuzzy membership data set Mode (1=Pl;2=PD) Set-point
4 5 6
Defuzzification Scale factor (error) Scale factor (change of error)
7
Scale factor (output)




Table B.2.1.15b Fuzzy logic controller: supplementary data items.

Item No. Item description
1 * Fuzzy Control
2 Number of fuzzy sets
For each set:
3 Set number
4 Number of membership functions for ‘change of error’ variable
5 Labels for for 'change of error’ variable
6 Membership coordinates for 'change of error’ variable
7 Number of membership functions for 'error’ variable
8 Labels for for 'change of error’ variable
7 Number of membership functions for ‘output’ variable
8 Labels for for "output’ variable
9--> nXn look-up table:
XXX XX
XXX XX
XXX XX
XXX XX
XXX XX
10+n Next set:

Table B.2.1.16 Null controller

Reference| User-specifiable miscellaneous data items

BCL16 1 2

Scale Offset




Table B.2.1.17 Materials thermo-physical properties change controller.

Reference

User-specifiable miscellaneous data items

BCL99 1

2

Mode (0=no substitution; 1=substitution

Multi-layer constructional databag

reference for 1st construction

Multi-layer constr

reference for 2nd construction

uctional database

reference for 3rd constructign

Multi-layer constructional database

B.2.2 Plant control functions.

Table B.2.2.1/2 PID (Proportional+integral+derivative) control functions.

Reference

User-specifiable miscellaneous data items

PCLO1/2

Mode (algorithm type)

Heating/cooling capacity (ma

X)

Heating/cooling capacity (mir

Set-point

Throttling range

Integral action flag

Integral action time

Derivative action flag

Derivative action time

Dynamic set-point only:

Bypass flag

Mode (reheat or supply)

Mixing box reference

Supply duct reference

Return duct reference

Supply set-point

Reheat set-point




Table B.2.2.3 Numerical controller

Reference

User-specifiable miscellaneous data items

PCLO3 1

3

4

Output (max)

Output (min)

Signal upper (SU)

Signal lower (SL)

Hysteresis (DS

Table B.2.2.4 Optimum start controller
Reference User-specifiable miscellaneous data items
PCLO4 1 2 3
Output at start-up Desired-time-of-arrival Desired temperature
4 5 6
Heating plant constant Building constant Temperature constant
Table B.2.2.5 Proportional damper controller
Reference User-specifiable miscellaneous data items
PCLO5 1 2 3

Max damper position

Min damper position

Value at max damper position

Value at min damper position

First connection number

Second connection numbe

~



Table B.2.2.6 Null controller

Reference| User-specifiable miscellaneous data items

PCLO6 1 2

Scale Offset

Table B.2.2.7 Duty Cycle controller

Reference User-specifiable miscellaneous data items

PCLO7 1 2 3

Duty cycle period Time-steps ‘OFF’ per period 1st time-step 'OFF’ per period

Table B.2.2.8 Two-Position controller
Reference User-specifiable miscellaneous data items
PCLO8 1 2 3
Mode (1=direct;-1=reverse Set-point 'ON/ Set-point 'OFF’

4 5 6

Output (high) Output (low) Sensor lag (time-steps)
7

Actuator lag (time-steps)




Table B.2.2.9 Multiple input two-position controller

Reference User-specifiable miscellaneous data items
PCLO9 1 2 3 4
Output (high) Output (low) Mode (1=direct;-1=reverse) No. of auxiliary sensors
5 6 7

Function mode

Sensor lag (time-steps

Actuator lag (time-steps)

10

11

Auxiliary sensor_1 data_1

Auxiliary sensor_1 data| 2

Auxiliary sensor_1 data_3

Auxiliary sensor_1 data_-

11 -->

Other auxiliary sensor datg

Then, if function = 4:

Sensor weightings

Table B.2.2.10 Zero energy band controller

Reference

User-specifiable miscellaneous data items

PCL10 1

2

3

Max output (high)

Min output (high)

Max output (low)

Min output (low)

Set-point

Dead band




Table B.2.3 Fluid control functions.

Table B.2.3.1 Fluid ON-OFF controller

Reference| User-specifiable miscellaneous data items
FCLOO 1 2
Set-point Mode (1 = direct; -1 = reverse)

Table B.2.3.2 Fluid proportional controller with hysteresis.

Reference User-specifiable miscellaneous data items
FCLO1 1 2
Signal (low) Relative valve position signal [low] (% Signal (high)
4 5

Relative valve position signal [high] (%

Signal required to overcome hysteresis

B.2.4 Global (systems-level) control functions.

Table B.2.4.1 Global on-off controller

Reference User-specifiable miscellaneous data items
ceror | 1 2
mode Minimum loops ON (mode=1); Set_point (mode=2)

Table B.2.4.2 Global capacity management controller

Reference User-specifiable miscellaneous data items
GCL02 1 2 3 4 -> nshed+3
Heating capacity Cooling capacit No. of loops shed Loop list ...




Table B.2.4.3 Global sequence controller

Reference

User-specifiable miscellaneous data items

GCLO3

1

2 -> No. of loops shed + 1

No. of loops shed

Loop list ...

Table B.2.4.4 Global parameter reset controller
Reference User-specifiable miscellaneous data items
GCLO04 1 2 3 4 5 6 7 8 9
Building Data Reset Flow Datg Reset Plan Data Reset
function item value function item value function item value
Table B.2.4.5 Global scale and offset controller
Reference User-specifiable miscellaneous data items
GCLO5 1 2 3 4 5 6 7 9
Mode Set-point Scale Offse No. of controllers Controller| 1 - -> Controller_n




B.2.5 ESAC Functions.

Table B.2.5.1 Simulation-assisted optimum start controller

Reference User-specifiable miscellaneous data items
ESACLOL 1 2 3
Heating/cooling capacity Set-point Tolerance band
4 5 6
Desired time-of-arrival Trial time difference Initial trial time flag
7 8 9
Heating plant constant (mode=3) Building constant (modex3) Temperature constant (modes
Table B.2.5.2 Simulation-assisted optimum stop controller
Reference User-specifiable miscellaneous data items
ESACLO2 1 2 3

Heating capacity

Cooling capacity

Heating set-point

Cooling set-point

Desired temperature leve

Tolerance band

Occupancy departure time

Y

Trial time difference

Initial trial time

=3)



B.3. SUPPLEMENTARY ESP-r CONTROLLER MODELS.

The following controller models were installed in ESP-r prior to project commencement.

B3.1 BUILDING CONTROL FUNCTIONS.

These functions are used to establish control function characteristics and constraints in order to allow
solution of the building control system equation set (Equation 3.8) as described in Section 3.3. In all cases,
the forward-reduced coefficients (B1, B2 and B3) are fed to the active control algorithm, which
subsequently processes them according to the control logic, returning the future time-row temperature and
plant terms.

The supplementary data items required for the following functions are listed in Appendix B.
BCLO0O: Mixed temperature controller.

This routine (described in Section 4.4.1.3) solves the building control system equation set in terms of
the prevailing control function information and so obtains the desired mixed node temperature in the
current zone. To do this, the mixed temperature is computed on the basis of the present time row surface

and air point temperatures. (Note that all functions may also have auietion).

BCLO1: Ideal controller.

This control law will bring the controlled variable to within a specified tolerance range, providing
that the heating/cooling capacity is available. There is potential for different heating and cooling set-points.
Limiting capacities permit either heating or cooling to be disallowed. A single set-point can be maintained
throughout the control period if the same set-point is given for heating and cooling and providing the

capacity is available.

For theBCLO1model, the building control system equation set is of the form:
B16. + B2q, = B3. (B.1)

The present time-row control point temperature is obtained and compared with the user-specified desired
value. If the control point is within the desired range, the future time-row plant flux injection/extraction is
obtained from:

_ B3-B16,

dp 52 (B.2)

If, on the other hand, the control point temperature is above/below the desired ranggjslsen to

the cooling/heating set-point in order to establish the future time-row flux from Equation B.2.

Limiting conditions on the plant capacity may be specified and imposed on the solution.



BCLO2: Free-floating controller.

This function is used to model periods during which no control is imposed. The zone and associated
plant are allowed to ‘free-float' under the influence of the boundary conditions. (Note that this controller
should not be confused witthoating control action, - often termethree-position control which is
implemented in ESP-r as control I&CL14).

No miscellaneous data items are required for this control function.

BCLO3: Ideal pre-heating/pre-cooling controller.

The determination of the optimal strategy of system operation, in terms of plant efficiency, capital
costs and running costs, involves addressing the fundamental problem of whether the plant should be
operated in continuous or intermittent mode. Two commonly used methods for assessing the benefits
accruing from intermittent operation include: Newtonian heating and cooling and Dufton’s method
[Incropera and De Witt 1990]. Newtonian heating and cooling is one of the simplest examples of a ‘steady-
state’ analytical method and is sometimes classified as ‘zero-dimensional’. Dufton’s method, although
derived on the basis of non-steady state considerations is, in terms of application, a steady state procedure

and involves an analytical solution of the one-dimensional Fourier equation.

In Newtonian heating and cooling, the fundamental assumption made is that the internal conductance
of an enclosure is high compared with the external surface, i.e. the internal thermal resistance is negligible
compared with the external surface resistance. This allows the further assumption that the internal
temperature gradient is negligible and therefore all parts of the enclosure can be represented by a single
temperature. Consider Figure B.21 which shows a body cooling from temperator&,fover a period of
time t, to t, and being heated from temperatufg ¢ AT,) to T, over a period of time from,to t,. T is
the mean temperature during the period from 1 to 3 (i.e. the unoccupied period). The equations derived by
the Newtonian method allow computation of the required preheat/cool pertod() for any given plant
margin over and above that necessary for continuous operation or, conversely, the plant margin for any
given preheat/cool period can be found. In the algorithm installed in ESP-r, limiting heating and cooling
capacities are supplied and within these constraints temperatures will evolve exponentially towards, and if
the capacity is available, eventually reaching, the specified set-point temperature of the control period

which follows.
At each building-side time-step, the target temperature for the current time-step (assuming heating
required),Tiqe: iS established from:

(SP_ Tzong

Teoraet = Toonat B.
target = 1 z0ne . ahq(TBCPS- BTIMEF) + 1) (8.3)

whereT e iS the future time-row zone air point temperath@)(calculated at the previous building-side

time-step, SP is the heating set-pof)(at thedesired time of arrivalTBCPS is the active control period



start time and BTIMEF is the future time-row simulation time (all times refer to 24 hour time-clock, e.g.

09.00). IfTiarget is less than SP, then the future time-row heat fjyg\V) is added according to:
q¢ = (B3 - B1.Tiagen/B2 (B.4)

where B1, B2 and B3 are the building control system equation set coefficients carried through by the

forward reduction process.

Temperature

Figure B.21 Newtonian heating.

BCLO4:Fixed heat injection/extraction controller

Many buildings using conventional control systems are heated/cooled by injecting/extracting fixed
amounts of energy during a given period. For B@.04 model, the reduced building control system
equation set is used in the form of Equation B.1. If the present time-row control point temperature is
greater/less than the cooling set-point, then the future time-row flux input is set to the specified
cooling/heating flux. The future time-row control point temperature is obtained from the building control
system equation set:

, - B3-B2,

o 51 (B.5)

If, on the other hand, the present time-row control point temperature is within the specified dead band, then
the future time-row flux input is set to zero, and the future time-row control point temperature is obtained

from:

6. = B3/B1. (B.6)



BCLO6: Building-plant coupling function.

This control law allows zone input or extract flux to be set as a function of the plant network status,
i.e. it is effectively the coupling mechanism between the building-side and the plant-side. The function of
this controller is to evaluate the heat injected to the zone air using one of three available calculation

methods.
In the first calculation method, the rate at which heat is injected by the plaf;lt(W) and is
expressed by the following equation:

@p = me(Hs —6a) (B.7)

wherem is the dry air fluid flow rate entering the zone (kg/sa,iﬁthe specific heat capacity of air at
constant pressure (J/kg Kﬁ)s is the supply air temperaturéQ) and o, is the zone air temperatur&C).

This equation can be solved simultaneously with the building control system equation set:

B16, + B2g, = B3 (6.8)
where B1, B2 and B3 are the building control system equation set coefficients. This gives the following
expression:

65— (B3/B1
gp= 8 ( )

" 1/(mC,) - (B2/B1)’ (B.9)

In the second method, if a component containment was defined to be a building zone (for example, a
radiator inside a building zone), then the evaluatioqzbwill be based on the component theoretical model
(i.e. the coefficient generator for the radiator component). Note that in both heat transfer calculation
methods, 8, can be calculated directly, or in the case of a building only configuration with mixed
radiative/convective plant flux, the B1, B2, and B3 coefficients are modified by successive iterati@n until
is within a set tolerance. The resultimrgwill then be the total convective/radiative flux. Note also that in
the case where a component containment is a building zone am{Ch@bis not specified, then this will
only effect the plant component performance since the building is effectively de-coupled from the plant

system.

The final coupling type is for couplimpultiple plant component supply and extract components. A

weighted enthalpy average [Kelly 1997]

0. = mCB(l) + mC0(2)+. .. .+mC6?(n_1) + mCH(n)
Y MGy +mCet... .+ MGy + MGy

is substituted foﬂsin Equation B.7 to allow determination of the net energy supply.

(B.10)



BCLO8: Variable Supply Temperature Controller.

This is an ideal constant air volume (CAV) controller model.

The building control system equation set,
B16, + B2q), = B3 (B.11)
is re-expressed in the following form:
B16, + B2pV C, (65 — 6c) = B3 (B.12)
whered, is the specified zone control set-point temperatt@}, (0 and V. are the density and the dry air

volumetric flow rate entering the zone (kg/and m®/s respectively)C, is the specific heat of air at

constant pressure (J/kg.K), is the supply air temperaturéQ) and B1, B2 and B3 are the building control
system equation set coefficients.

Rearranging, gives:

5 _ 1B3-(B1- B2oV C,)6,] |

A B20VC, (B.13)
The future time-row zone control point temperat@gemay then be evaluated from
= e eniay @14
The future time-row flux injection is then evaluated from
dp = PV Cp(6s = 6,). (B.15)

B3.2 PLANT CONTROL FUNCTIONS.

PCLOO0 Switch off controller.

During an active control period, this controller acts to switch the specified actuator by setting all the
plant control variables to zero.

No miscellaneous data items are required for this control function.

PCLO01/2 Dynamic set point algorithm.

The following humidity control set point algorithm [Kelly 1997] utilises sensed return and supply
enthalpies to calculate the supply conditions required to attain the set point conditions in a year-round air

handling unit.
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Figure B.22 Diagram of Psychrometric Processes.

The four enthalpies used in the calculation are shown on the psychrometric chart of FigukésB.22,
- current supply conditions enthalpi,r - current return conditions enthalpi,sp - set point conditions
enthalpy andHg - future supply enthalpy. The known conditions are current supply and return as well as
control set point, these properties can be used to calculate the future supply conditions. However to do this
two assumptions must be made: firstly the enthalpy drop across supply and return will be the same at set
point as at current conditions; secondly, the gradient of the supply-retur@ m# be the same at set

point conditions. Using these assumptions and enthalpy values a valig é@n now be calculated.

AHgs=Hgr~Hs (B.16)
AHspg=Hgp~ Hg (B.17)

Assume that;
AHsps = AHRgs (B.18)

hence;

Hr—Hs=Hsp—Hg (B.19)



Re-arranging Equation (B.19) the equationHy is obtained:

Hs = HS+(HSP_ HR) (BZO)

Here the ternHgp — Hy represents the error between desired and actual conditions.

Once the value oHg is known, the set point conditions can be evaluated in terms of temperature
and enthalpy. These properties can be used as the set point for an after heater and humidifier in an air-

conditioning system.
The line passing througHs and Hy has a gradien® which is calculated from;

_ WR—Ws

G-=
Tr—Ts

(B.21)

T -temperaturew - moisture content.

As stated earlier the assumption is made that the line passing thrugimd Hgp will have the

same gradient. The equation of the line is;
w=GT+C (B.22)
Knowing that the set poir8Plies on this line thus allows the calculation of the value. of
€ =wgp—GTygp (B.23)

Hg which lies upon the line described by Equation (B.22) can be expressed in terms of temperature and

moisture content by the equation;
Hg =c,Tg + WgHy (B.24)
Hgy can be approximated to;
Hg = 2501+ 1. 82T (B.25)
Substitution then gives an expressionlfty is obtained purely in terms of temperature;
Hs =c,Ts + Wg(2501+ 1. 82T¢) (B.26)

This is a quadratic expression of the form

1.826(Tg)? +(cp +1.8X +2501G)Tg — Hg =0 (B.27)
o= -B+VYBsu -4AC
ST 2A

Where;



B=c,+1. 8% +2501G (B.28)
A=1.8G (B.29)
C = 2501 - Hg (B.30)

The temperature is then found from the positive root of Equation (B.27). The moisture content at the

set point is found from back substitutionTaf into Equation (B.22).
Determination of Pre-heat Set Point.FR

Using information from the determination of the supply set points it is possible to determine the
temperature set point for the pre-heater. The algorithm assumes, firstly, that the supply air is initially pre-
heated and then humidified to 100% relative humidity, and, secondly, that humidification takes place at

constant enthalpy - an approximation for constant wet bulb temperature - as shown in Figure B.23 below.
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Figure B.23 Diagram of psychrometric processes in pre-heat

From the supply set point algorithm, the value of the supply moisture cowgeistcalculated. The
value of the constant enthalgy. is found where the horizontal line = wg cuts the 100% relative
humidity curve. The value dfl. is determined using ESP-r psychrometric library routines. The value of
the preheat set poift, is determined by the point where the lwe= w; (moisture content prior to pre-

heat) cuts the line of constant enthaldy. Again the pointT, is determined using ESP-r psychrometric



library routines.

PCLO03: Numerical controller.

This function models a basic proportional controller which acts to control some numerical value on

the basis of the sensed condition. Controller hysteresis is an option with this function.

PCLO5: Proportional damper controller.

This controller acts to modulate dampers according to a linear (proportional) relationship, within

limiting constraints, to allow minimum and maximum damper positions.

B3.3 FLUID FLOW CONTROL FUNCTIONS.

Fluid flow network components and/or connections may have variables which are subjected to some
control strategy. Control functions establish some sensed condition (based on latest computed values),

process it according to the active control logic and return the result for processing by the flow-side solvers.
FCLOO: ON-OFF controller.

This controller acts to switch fluid flow components or fluid flow connections ON/OFF according to

the sensed conditions.

References.
Kelly, N.J., 1997Ph.D Thesis to be submitted2SRU, University of Strathclyde, Glasgow.
Incropera, F.P., and De Witt, D., 1996troduction to heat transfeiWiley, New York.



Appendix C
APPENDIX C: ESP-r META CONTROLLER LIBRARY

C.1 ESP-r META CONTROLLER LIBRARY.

A selection from the ESP-r meta controller library is presented here.

COMPENSATOR CONTROL CIRCUIT

LEGEND.
PCLO1: proportional+integral control CTLR: Controller
T: Outside temperoture sensor

PC: Flart componstt
B Eoiler comporment (==PCl)

ud: User defined.
IAT: Integral oction time

pPC1: DaT: Derivative action time

Builer FE: Froporticonol band
s FAN
T mm—— -
T
Meta controller type: Compensation control. : Problem title. # COMPENSATOR
1 " Plant # Plant-side control loop
Humber of loops: 1 : Compensator control.
11 # Number of control loops
For loop I: 1 * Control loops
Sensor details: 3000 " : 300 0 # sensor located outside
- [ : # actuator located st poller, nods I.
Actuator detalls: £ -1BC10 FRARNY
1 ud # mumber of day types (user defined)
V¢ For each day typs:
| 1 # onmde of coiErod perdods
o ud oud # start day ; finish oay (user-defined)
Controller type: fLIE | e :
Control law: B E 0100, # ctir type 0; lawl ; period start:00.00
Ho. of misc. data |tems? : lllll 7 # no. of misc data items
Default misc data:  :1,10000,0,80,10,0,0 : ' 110000,0,80,10,0,8 node; gnax; Qnin; Set-point; FB; IAT; DAT

META CONTROLLER DATABASE ENTRY. MAPPING ON TO SYSTEM CONTROL CONFIGURATION FILE.

Figure C.1 MCO01: Compensator Meta Controller.



ECONOMISER CYCLE CONTROL.

1
1
‘
1 e
|
1
' PC 3: Fan
! PC1: Damper
: —_— _— LEGEMD.
, . . LC:  Low-—limit {On—0ff) controller
: outside air supply air TC: Air temperature controller
T FR: Fow rate sensor
N T, Air temperature sensor
N PC: Plant component
N FC: Fan component (==FC2})
fa P [ PC2: Damper DC: Damper compaonent {==PC1 )
S ud: == "user defined”.
o
Dol
o
o PCs; Donper
1
1
. PC 5:Fan
1
[ PR -
‘ -—
' | exhanst air refurn air
1
1
1
bdala combrolier bype:  Eqosaosses costiol Frmisiy 17 .
* Pl
Pl ar k] 1
& Frmier of control loopa
o it T < Cnired ags 1 Enmtvol leog 1
-1 318 K Edfs Dorsied’ B PR oioepaiesst
Bemau del wiby TEC1D 1118 ¥ sctymtor focates o caspas
Aciualar delmla: 1BC 18 g H—&_ P ¥ rumter af iy Cppes
X Stard &aF ¢ dndsh ony
Coail ralier | ype L = l-] # rustar of control perdod
- 2 ia @m0 xr oifr cpps Jd, s @ prcio 8 Gard M. AP
Ho of mtac. dsla ona: F T Fno. of mire clebe ke
Defeiill e daln -8, 8000 0,10, 80 -1, 00083 1,0,0.8 B
For foos 2 = Gl g 5 Comirol leog 2
Srnanr del sty L E-"RE | .1 .l I D IF AT SOCEDE] BT AT
& aothiwfos Joveted st deeper
Aviuslar defml 1B 18 1119
wd iR OF i T
s .
Crailralies Fype 12 =i :'L'“' i F ZtaArT ey Fandah dag
Eoarvl o e B ¥ # st of confrod periocs
12 &0 SR B do: LEie B il SR
Hi of mise. dalafianal 7 I s B HJED TR JTaRE
Defwil e Safn -1,300,70,7,0,8,0 -1,%.0,70,1,0,80 K mid olels fdams
= Copvirnd lsngs i pimfrol leog 3
g Jotgh 4 ER RN | # geeror Jozated ad dcd
SEnane dit sk IED AR 1618 s ke ] et - cllegeis
Aciuslar del el -1EC 1R ull # nunder of day typer
F For ssach oy Ty
Coavl rulliew bype 17 ud F mterc gy | findadh oay
Cionrlral lary ] # e of controld periody

Ho ol seinr. 3 s Emne T

Defrall miss Jall A 1,300.70,7.,0,860

L
[

1,300, 70,7,0,8,0

cklr typa IX: law 8
Fooa, of mise oNEA JCead
# mirc owte Ddamp

prrroa pimrd. . JE

Pk 1A CONTHOLLER DA ToghncsE ENTHY

BARHHEN G DN 1D 59 TER CONTHOL UMM UHATROM FILE.

Figure C.2 MCO02: Economiser Meta Controller.




ML TFLE COR COREHDL FROA CUITSGRE AHD DR HRHGE AH

T LEGiEME
TP} r.:'
- 1D T S or
L1 TP Two-paaifien conériller
3 TC A coairber
-, 0 = 5 S
Fi= Pl mazert
BT 1 el o N T 1 FC 3 [t LLE="
La | Lol ol L Yo - ke [==POR)
I " 1 Wi On -0l walei (== P00
Dol i i Hply e Wi P v [==P00Y
il iy | Vbl | ol e |
ool 1 ol T il 1 | " [l: Meck comporend
Meta controller type:  Muitile coil control. Problem title. MULTIPLE COTL CONTROL
* Plant
Humbetr of loops: 3 3 # Mumber of control loops
- -
Fordoop I * Control loops # Control loop 1
Sensor details: : -3000 §—3 000 : # sensor located outside.
Actuatordetails:  : -1v110 :.7.1...1d..1...0.....: # actuator located at on-off valve I
: L]

Controller type: 12
Control lavr: - I

Foir doop 2
Sensor details:

Actuator details:

Controller type:
Control law: B

Nn.nfmisc.dalailmn?;; ?

# For emch dsy type:
ud ud TP

ud ud

# nunber of day types (user-defined)

# start ooy ; Finisd day fuser-defined)
* ormber of condiod perdods.

# ctlr type 12; law 8  period start:0.00
# no. of misc data Items;

D # mise data ftems ... ..

# Control loop 2

* sensop; located citside.

* actustor located 3% co-ofF valve 2.

# mumber of day types (user-defined)

# start ooy ; Finisd day fuser-defined)
# mumber of control periods.

# cklr fype I law 8 | period skart: 000

# no. of nisc data ffens

Default misc data; ©1,1,5,1,0,00 ' | # mrsc data dtens
ror doop 3. : # Control loop 3
. i 1 ‘1210 # zensor located at duct component.

Sensnrddmls_' 106G 10 : 1 ‘1110 # actuator located at FI control valve 3.
Actuator details:  : -1V310 1 IS : )

1 ud # mumber of day types (user-defined)

W For each day type: o )
Controller type: 1 ud ud # start day ; finish day (user-defined)
Control lav: 1 # nmmder of contiod periods.
Ho. of misc, dataitem : : # ctlr type 2; law & period start: (.00

I I ; 1 # no. of mise data Items
1

¥ misc data items ... ..

META CONTROLLER DATABASE ENTRY

MAPPING ON TO SYSTEM CONTROL CONFIGURATION FILE.

Figure C.3 MCO03: Multiple Coil Meta Controller.




FIXED QUANTITY VENTILATION

5 an LEGEND.
LC: Low=lmit { On-0ff) controler
= — == Supply air ) .
C 1: Damper| PC Z: Fan FR: Fow rate sensor

FC: Plant component

FC: Fancompanent (==FC2)
OC: Damper companent (==FC1)
ud: == "uzer defined”.

e Retum air —-—
PC 3: Duct.

Meta controller type: Fixed quantity ventilation control.

Humber of loops: 1

For loop 1:

Sensor details: -1 FC1 0
Actuator details: -1 DC10D

Controller type: 14!
Control law: ¥

Ho. of misc. data items:

Default misc data: |

Froblem title. FRED QUANTITY VENTILATION CONTROL
* Plant # Plant-side control loop
Fixed guantity cil.
1 # Mumber of control loops
* Control loops

# sensor Iocated at fan component.

# actuator located at damper.

# nunber of day types

ud ud # start dzy ; finish day
1 # mmber of control periods.

514 §: 0. # ctle type 14, law & period start:00.00

# no. of misc dats items

# mode; ofp hi, ofp lo, act dealy, sen delay

META CONTROLLER DATABASE ENTRY.

MAPPING ON TO SYSTEM CONTROL CONFIGURATION FILE.

Figure C.4 MCO04: Fixed Outdoor Air Quantity Meta Controller.




HUMIDIFIER CONTROL.

PC2 mvdue )

LEGEND.
H: Humidity senscor
HC: Humidity FPI controller
PC: FPlant component

HC: Humidifier component (==PC1)

|_|I|_| K eH] Yalwve componert {(==PCZ)
. —:a-- —_— _ - [nlat] Duct component {(==PCd}
Hixed xiy Fuppalt adyr ud: == "user defined".
PC1 Huriidilier PC3 Fan P DMk
N " Problem title. HUMIDITY CONTROLLER.
Meta controller type:  Humidity controller. I * Plant
: 1 i
Humber of loops 2 | Préaheat discharge ctl. # Number of control loops
For loop 2 ; * Control loops # st control loop:
Sensor details: -1bpci1o : YT ; ;
> -1 410 # sensor located in duct.
Actuator detals: 1vero 171,210 # actuator located at valve.
ud # mumber of oay types
# For each day type
R ud ud # start oay, finish day
Controller type: 523 #* nmber of controd periods.
Control law: 2 # ol fype 23 law 2 period start: 000

Ho. of misc. data items:
21,0001,,0,1.,0.,0,0

Default misc data:

For foop Z:

Sensor details: i 000D
Actuator details: -1 V¥C1 0
Controller type: 23

Control law:

Mo. of misc. data items:

Default misc data:

1 ud ud

: -1

# no. of nisc data Items
# misc ata Items

# Ind control loop:

# sensor located at air point, Zone 7.
# actuator located at valve.

# mumber of oay types
# start day; finish dey
# rmber of condiod periods.

# ctle type I; law & period start:0.00
# no. of anisc data Items

# mizc oata Items

META COMTROLLER DATABASE ENTRY.

1 MAPPING ON TO SYSTEM CONTROL CONFIGURATION FILE.

Figure C.5 MCO05: Humidifier Meta Controller.




MIXED ATR VENTILATION 3WTEM @

L Tamper ¥CI Fan . FC didtuct
—= f----- A
outside air ! supplya]r
1
777 |mezmamper
7 (Flui 2

K CI:-Fin
exhaust air| remm air

LEGEMD.

LC: Low=limit {On-0ff} controler
TC: Temperature controller

FR: Fow rate sensor
T: Temperature sensor
PC: Plant component
FE: Fancomponent (==
COC: Damper component {==
ud: == "user defined”.

FC2)
FC1}

Meta controller type:

MHumber of loops: 4
For loop I:

Sensor details:
Actuator details:

Controller type:
Control law:

No. of misc. data items:E

Default misc data:
For loop &:

Sensor details:
Actuator details:

Controller type:
Control law:

Ho. of misc. data item
Default misc data:

Problem title.
* Plant
Mixed air vent ctl.
1

ud ud

ud ud

# Plant-side control loop

# Number of control loops

# Control loop 1

# sensor located at fan component.

# actuator located at damper.

# mmber of oay types

# start day o finish oy

¥ pber of confrol periodi.

# ctlr type I4; law & period start:0.00
# no. of misc data Items;

U misc data Items ... ..
" # Control loop 2

# sensor located at fan component.
# actuator located at damper.

# mmbsr of oay types
# start osy ; finish day

¥ rreber oF conrol period:

# ctir type 14, law 8 period start:0.00

# no. of misc data itenms

# mIzc dats Items ... ..

META CONTROLLER DATABASE ENTRY.

MAPPING ON TO SYSTEM CONTROL CONFIGURATION FILE.

Figure C.6 MCO06: Mixed Air Meta Controller.




MODULATED CHILLER CONTROLLER.

PC2 m Valve

PC3Fan
Mixed air Supply al
PC1Chiller

LEGEND.

T &ir temperature sensor
TC: Air temperature F| controller
FC: Flant component

CC: Chiller component {==FC1}
CV. Valve component (==FC2)
ZN  Zone number {==5)

ud: == ‘user defined”.

IMela controller type:  Modulated chiller control.
Humber of loops: 1

o doop I

Sensor delails: Mo O0OD
Actuator details: | -1CV 10 :
Controller type: 1

Control lav:

Ho. of misc. data ilem:{

I

I Problem title.

' Prant

1 Fmr!IeM discharge ctl.

1
1 “ Control loops

ud ud

# MODULATED CHILLER CONTROL

# Plant-zide control loops

# Mumber of control loops

# 1st control loop:

# sensor lecated In Eone 5.
# actustor located at valve

# mumber of day types

# start day ; finish day
# muber of control periods
# controller type I law Z; period start 0.00

# no. of misc data Items

# mizc data Items .. ..

META CONTROLLER DATABASE ENTRY.

1 MAPPING ON TO 3YSTEM CONTROL CONFIGURATION FILE.

Figure C.7 MCO7: Modulated Chiller Meta Controller.




MODULATING WATER COIL CONTROLLER.

L Fan
PCI[ | [ |PC2 pC3
ixed air Supply air

LEGEND.

T. 2 temperature sensor

H:  Humidity sensor

TC: &ir temperature Plcontroller
HC: Humidity Pl contraller

PC: Plant component

CC: Chiler component {(==FC1}

HC: Heater component {==PC2}
ud: == "uzer defined”.

Meta controller type:
Number of loops: 2
For loop Z:
Sensor details:
Actuator details:

Controller type:
Control law: :
No. of misc. data items: |
Default misc data:

For loop Z:
Sensor details:
Actuator details:

Controller type: 1
Control law: 2

Mo. of misc. data items:

Default misc data: :

1,0.001,0,17,20,0,0

Problem title.

* Plant

Preheat discharge cil.
2

ud ud

ud ud

# Blant-side control loops
# Namber of control loops
# 1st control loop:

# senszor located in Zone I
# actuator located at chiller.

# munber of day types
# start day ; finish oay
# nrmder of contirod perdods.

# ctl type 35 lsw 2 period start: 000
# no. of misc oats Items

# supplementary data Items
# Ind control loop:

# sensor located in Zone 1.
# actuator located at heater.

# rumber of day types
# start day ; finish day
# ormder of contiod peirdods,

# ctlr type I, law 2 period start: (.00
# no. of nisc data Items
# supplementary date Items

META CONTROLLER DATABASE ENTRY.

1 MAPPING ON TO SYSTEM CONTROL CONFIGURATION FILE.

Figure C.8 MC08: Modulated Water Coil Meta Controller.




OUTSIDE AIR RESET OF DISCHARGE AIR

' i
Mized afr @ Supply air

T PC1:heater  PCZ:fan  PC3:duct

LEGEHND.
TC: FI temperature controller
T: d.b air temperaoture sensaor
PC: Plarmt component
HC: Heotesr compoment [==PC1)
D Duct comporment (==PC3)
ud: == "user defim=d".

1 -
. Problem title.

Meta controller type:

P Outside air temperature reset I+ pant # Dlant-side control loop

. 1 Qutside air reset
Humber of loops: 2 I # Mumber of comtrol loops
For Ioop 1. 1st control loop
Sensor details: :_1 pc 10 SENSOr }.ogatec{ Z’t d‘u;t camponent.
Actuator details: A HC10: actuator located at Heater.

--------------------- : mumber of day types
Controllr & o start day ; finish doay
niroller type: number of control periods.

Control law: ;

No. of misc. data items:

Default misc data:

For loop 2:

Sensor details:

Actuator details:
,,,,, (¥ For each day type:
Ly ud ud

Controller type: a 1

Control laws: 2

No. of misc. data items: °
Default misc data: 1, 0.

ctly type I; law 2, prd start: 0000
mmber of data Itens.

nisc data Itens.

2nd control loop

sensor located outside.
cascaded actuator outpud.

#* B HEHF B OH B H B B K h

mumber of day types

start day ; finish day

mumber of control periods.

# ctlr type I; law 2 ; prd start:00.00
# number of data items.

# misc data itens.

#
#

Figure C.9 MCO09: Outside Air Reset Meta Controller.




PREHEAT DISCHARGE CONTROLLER.

Outside ir P
; e s S

PC 1: Damper

@SW A >

/

LEGEND.
T & temperature senor

HC: & temperature Pl controler
FC: Flow rate on-off contraller
FC: Plant companent

OC: Damper component (==FC1}
HC: Heater component (==PC2}
FC: Fancompaonent (==PC3}
OTC: Cuct component {==PC4}
ud: == "uzer defined”.

Meta controller type:  Preheat discharge control.
Humbet of loops: 2

For loop Z:
Sensor details:
Actuator details:

Controller type:
Control law: :
No. of misc. data items: :

Default misc data:

For loop Z:

Sensor details: -1 DTC1 0
Actuator details: -1PR1O
Controller type: 2

Control lav: 2

Mo. of misc. data items:

Default misc data: : 1,0.,001,0,32,4,0,0

Problem title.

* Plant

Preheat discharge ctl,
P

ud ud

:1,0.001,0,32,4,0,0

# FREHEAT DISHARGE CONTROL

# Wumber of control loops

# 1st control loop:

# sensor located at duct component.
# actuator located at damper.

# number of day types
# start day ; finish day

# number of control periods

# ctlr type 14; law 8; period star .00
#no. of nisc data Itens

# supplementary data Itens

# 2nd control loop:

# sensor located at duct component.
# actuator Jocated at heater.

# number of day types

# start day ; finish dsy
# number of control periods

# ctle type 2; lav Z; period star 0.00

# no. of nisc data Itens
# supplementary data items

META CONTROLLER DATABASE ENTRY.

MAPPING ON TO SYSTEM CONTROL CONFIGURATION FILE,

Figure C.10MC10: Preheat Discharge Meta Controller.




REFEREWCE ROOM CONTROL
ZONE 2 ZONE 3 ZONE 4
LEGEMD.
Ak point CTLR: Propartional controler
T A point temperature zensor
...................................... "
FC: Plant component
: ZONE 1 PC: Pumpcomparent {==PC2}
ZONE § ZONE§ ud: == "uzer cefined”.
R : EEE : PB: = propartional band
Boiler o o A 5P = set-point
_____ }_______"t___}_____ﬁ______ Ao |&T  =integral action time
___________________________________________ D&T =derivative action time
1
Meta controller type:  Reference room control ' Problem tite. REFERENCE ROGM CONTROL
1
Number of loops: 1 : * Pant # Plant-szide control loop
1 Ref room temp cil.
For loop 1. : 1 # Mumber of control loops
, ¥ Control loops
L e | T 3 # Tocated at Zone 4 i int
Sensor details: 4000 X : 4000 ! Fensor localed & vyl IS porn
Actuator details: -1PC10 1210 X # actuator located at pump, node I.
.................... P i
: ud # mumber of day types
....... :Nl Fo:deauc:: day type: # start day ; finish o=y
Controller type: e 1 1 # nmder of condiod perdods.
. |
Control lavr: 12 1 a1 20 # ctlr type 1; law 2, period start:00.00
' b 7 # no. of misc data Itens

1
' # mode; flow max & min; SP; FB; IAT; DAT

META CONTROLLER DATABASE ENTRY.

MAPPING ON TO SYSTEM CONTROL CONFIGURATION FILE.

Figure C.11 MC11: Reference Room Meta Controller.




TEMPERATURE CONTROL FROM ZONE

Pixed air @ @

i

LEGEND.

TC: Pl temperature controller
T, Dry bulb air temperature sensor

PC: Plant component

HC: Heater component (==PC1)
— DC: Duct component (==PC3)
Suply ai ud: == "user defined",
PC1: heater PC2: fan PC3: duct
Meta controller type:  Temperature control from znn? Problem title. TEMFERATURE CONTROL FROM ZONE
: * Plant # Plant-side control loop
Humber of loops: 1
: Temp ctl from zone # Mumber of control loops
For loop 1: o
I Control loops
....................... 1
Sensor details: 1pCc1o0 | _1310 """ t sensor located at duct component.
Actuator details: 1 HCT O : 1110 # actuator located at feater.
: ud + mmber of day types
# F f1 day type:
: 3; es; P # start day ; finish day
Controller type: N A 1 # mumber of control periods.
Control law: . : 1 2 I] # crlr type 1 law 2§ prd start: 0000
Mo, of misc. data items: : : ....... T # 00, of misc dats items
DT Jrorrrrrrrerrrr .
Default misc data: : 1,0001,0,27,4,300,0 :1,0001,0,22,4,900,0 : ¥ niscellaneous data Itens

META CONTROLLER DATABASE ENTRY.

MAPPING ON TO 3YSTEM CONTROL CONFIGURATION FILE.

Figure C.12MC12: Zone Temperature Reset Meta Controller.




TWO POSITION WATER COIL CONTROLLER.

FCI [ | [ | FCZ c3
xed air | Supply air

LEGEND.

T. & temperature sensor

H:  Humidity sensor

HPC: &r temperature Plcontroller
HC: Humidity Pl contraller

PC: Plant component

FC1: Chiller companent

PC2: Heater component
ud: == "uzer defined”.

Meta controller type:  Two position water coil control.
Humber of loops: 2

For loop Z:
Sensor details:
Actuator details:

Controller type:
Control law:

Ho. of misc. data items
Default misc data: |

—

For loop Z:
Sensor details:
Actuator details:

Controller type: 1
Control law: ‘2
Mo. of misc. data items

Default misc data: :

Problem title.

* Plant

1
| # For each day type:

1

1

I Preheat discharge ctl.
1 2

ud ud

ud
# For each day type:
ud ud

TWOPOSITZON WATER COF. CONTROL

# Number of control loops
# 1st control loop:

# sensor located In Zone I.
# actuator located at chiller.

# mumber of oay types

# start day ; finish day

# ormder of contiod periods.

# ctls Eppe B Jar 2 iperiod stard: (.00
# no. of misc data Items

# Mizc oata items .. ...

# 2nd control loop:

# sensor located in Zone I.
# actuator located at Aeater.

# rumber of day tvpes

# start day ; finish day
# ormder of contiod periods.
# ctir type I; law 2 period start.0.00

# no. of misc data Items
# Misc data items ... ..

META CONTROLLER DATABASE ENTRY.

I MAPPING ON TO SYSTEM CONTROL CONFIGURATION FILE.

Figure C.13MC13: Two-position Water Coil Meta Controller.




