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Abstract

Building-integrated energy systems, providing heat and power (photovoltaic building facades
and small-scale combined heat and power), are becoming a common featurein building design.
However, because of the interdependency of thermal and electrical flows in such systems,
building simulation tools cannot model them adequately dueto their lack of a power flow
modelling capacity. This thesis describes the integration of power flow modelling with a
building simulation program, ESP-r, to facilitate the modelling of building-integrated energy
systems.

ESP-r uses a control volume approach to model a building. This has been expanded to describe
the power system, providing a means for its integration into the building model. The electrical
systemis represented by a network (consistent with the representation of other building
subsystems in ESP-r).

An electrical network solver has been developed and coupled into ESP-r's simulation engine,
enabling the integrated solution of thermal and electrical flows in the building. The electrical
network solution requires that boundary conditions (power flows) are supplied from the thermal
domain of the building, done by coupling ‘hybrid’ components to the network.

Hybrid components models straddle the thermal and electrical ‘worlds’, linking the thermal and
electrical energy flows. Models have been developed for electrical loads: fans, pumps, lights and
small power loads. The hybrid concept has also been used in the development of two power
generating component models: a combined heat and power unit and a facade-integrated
photovoltaic module. The power generating component models and the electrical solver have
been verified using a practical testing methodology.

Finally, two exemplars are presented, showing how the model of the building, the electrical
network and hybrid components are coupled together to form a complete model of a building-
integrated energy system. The thesis concludes with recommendations as to the uses of this work
and ideas for its further development.

Xi



Chapter 1 - Buildings Energy and Environment

1. Introduction

Buildings are a dominant feature in modern society. We work, eat, sleep and enjoy much of our
leisure time inside them. Up to 80% of an individual’s life is spent indoors [1].

The function of the building has evolved from a simple shelter to an advanced, self-contained
and tightly controlled environment which provides a wide variety of services to its occupants:
environmental conditioning, vertical transportation, sanitation, artificial lighting,
communications and security. To perform this range of functions the building must consume

energy.

1.1 Energy Use within Buildings

All energy used within buildings can be classed under two main categories: high-grade and low-
grade [2]; the grade of energy is determined by its ability to perform work. The prime example
of high-grade energy is electricity, which can be efficiently converted to work via an electric
motor. An example of low-grade energy encountered in buildings is the heat energy used to

maintain conditions suitable for human comfort.

Although the majority of the energy consumed within buildings is low-grade (figure 1.1), it is

the high-grade electrical energy which is the more important. Electricity performs a greater
variety of functions and is required in the transportation of low-grade energy from the point of
production to the point of use, e.g. the transportation of conditioned air through a ducting system

using a fan.

Figure 1.1 shows the breakdown of energy usage in a typical air-conditioned office building [3];
high-grade energy uses are denoted by a *.
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Figure 1.1 The energy usage in atypical office building.

It isawdl quoted fact that the built environment consumes up to 50% of delivered energy [4]. A
US survey [5] revealed that much of this energy is used inefficiently: in buildings over 10 years
old 30-40% of the energy consumed is wasted due to the poor condition of the building envelope
and plant. In the UK, buildings over 10 years old account for 90% of the building stock [5].
Assuming aworst case scenario from thesefigures, it is possible that 18% of all delivered
energy is wasted due to the poor quality of the older building stock. This waste of energy has
two major implications: environmental, and perhaps more importantly for the building owner,

economic.

1.1.1 Environmental I mplications

It has been clear for many years that the inefficient consumption of both high and low-grade
energy, derived from fossil fuel sources, has a detrimental effect on the natural environment. The
environmental damage from particulate pollution, acid rain, and climate change has been
described extensively in many other publications (e.g. [6]) and does not require to be discussed



further here. The need, however, to reduce the environmental impact of buildingsis clear,
particularly through reducing their wastage of energy.

1.1.2 Economic I mplications

The economics of the inefficient use of energy in the built environment have, perhaps, been
over-shadowed by the environmental implications. However, in this area too, the argument for a
reduction in energy wastage is compelling: the loss of up to 40% of the energy delivered to the
building represents an enormous financial cost to the building owner. This energy wastageis
especially inexcusable when it is considered that many energy saving measures arereatively
cheap to implement: it is estimated that an extra 1% spent on the capital cost of a building can
reduce its energy consumption by 30-40% [4]. A small outlay on the maintenance of fabric and
plant would have a similar beneficial effect.

Others Hot w ater and
Computers* 204 heating
7% 13%

Equipment*

0,
12% Cooling

12%

Lighting*
22%

Fans, pumps*
25%

Humidification
7%

Figure 1.2 The expenditure on energy within atypical office building [3].



A further economic argument for reducing a building’s use of energy is that the reduction
usually results from improvements in the building fabric, plant and environmental control. These
improvements lead to more comfortable conditions, which have a beneficial effect on occupant
productivity. Given that the largest portion of a commercial building’s running costs are the
wages of the employees [9], a fairly small rise in productivity will help energy saving scheme
pay for itself.

1.2 The Means of Reducing Energy Consumption

The need to improve the energy efficiency of buildings is clear and is primarily a question of
good energy conscious building design, both in the construction of new buildings and in the
retrofitting of energy saving features to the existing building stock.

1.2.1 Energy End-Use Reduction

To date, the means of improving the energy efficiency of buildings has focused on the reduction
of energy consumption at the point of use, through the reduction in the heating and/or cooling

requirements. Examples are given in table 1.1.

Area Measure Saving in energy consumption
fabric improved envelopeinsulation | 49%

advanced glazing 20%
plant duct insulation 15%

hot water supply temperature | 10-15%

control




control boiler sequencing control 3-10%

Table 1.1 Low-grade energy saving measures [7].

The energy saving measures listed in table 1.1 are simple and inexpensive, and can result in
significant improvements in the overall energy efficiency of the building, especially in the case
of improved insulation.

1.2.2 Reducing High-Grade Energy Usage

Significant financial savings can result from the implementation of high-grade energy saving
schemes, especially when it is considered that high-grade energy costs between 3-10 times as
much per kWh, as the equivalent unit of low-grade energy [10]. Also note that high-grade
electrical uses (indicated by a* in figure 1.1) account for only 40% of energy consumption but
figure 1.2 shows that these high-grade energy end-uses account for 66% of energy expenditure.

In environmental terms, the high-grade energy consumed within buildings is far more damaging
than its low-grade equivalent: for each kWh of eectricity consumed between 3-4 kWh of fossil
fud isrequired. Only 1.2kWh of fossil fuel is required to produce 1kWh of heat energy.

Clearly, reducing the high-grade energy use in a building provides great scope for financial
savings and the reduction of itsimpact on the environment.

A reduction in dectrical energy consumption at the point of consumption is achievable by
numerous means: installing energy efficient lighting and appliances, improved control and
monitoring of electrical equipment, load shedding® (shutting down non-essential equipment at

! Load shedding is done more for financial reasons (i.e. reduction in peak electricity charges) rather than
for its energy saving benefits.



times of peak loading), daylight and occupancy responsive controls for lighting. Some high-

grade energy saving options are shown in table 1.2.

Area Description Saving in energy consumption
HVAC? high efficiency motors 3%
variable speed motors 31%
regulation of circulation pumps 20-40%
high efficiency fans 4%
lighting® improved luminaires 16%
high efficiency lighting 5%
lighting control 30-70%
power demand demand control 12%
power factor correction 9%

2 The saving for HVAC isrelative to the energy consumption of the system, not the entire building.

3 See previous footnote.




peak lopping 6-8%

Table 1.2 High-grade energy saving measures [7, 8, 9, and 11].

1.2.3 Electrical Energy Displacement

Advances in both construction and plant technology have opened up another possibility for
improving the electrical efficiency of buildings: ectrical energy displacement. Displacement is
ameans of reducing both the costs and environmental impact of electrical energy consumption:
inefficiently produced eectricity from a central power station is replaced with power produced
locally from more efficient and cleaner sources. This localised power production, using a
building-integrated energy system, isa major area of interest in modern energy-conscious
building design. Three examples of this system are:

« Solar dectricity production by means of photovoltaic (PV) materials: these are integrated
into the building fagade and are a clean method of producing power. Though the efficiency
of conversion is low (4-18%), it can be boosted by recovering heat from the facade [12] in
the form of warm air. This warm air can be passed into the building and used for heating

purposes.

e Small-scale combined heat and power systems (CHP): this involves the generation of both
the heat and power using an engine integrated into the building’s hot water services; in
buildings this is often a gas powered internal combustion engine. Other types of engine (e.g.
gas turbines) are mentioned in appendix 2. The engine drives an electrical generator and hot
water is recovered from both the cooling water and exhaust gases. The efficiency of these
units can be as high as 80-90%, compared to the normal efficiency of conversion found in
power stations of only 30% [13]: the efficiency is defined as the ratio of useful heat and
work output to fuel energy consumption.

* Production of eectricity using small ducted wind turbines: like PV power production, this
involves the integration of power producing components into the building construction, in



this case small wind turbines [14]. Thisis anovel application of wind power that is, as yet,
restricted to only the most futuristic of building designs. The technology is embryonic and
its viability has yet to be tested.

1.2.4 The Advantages of Building-I ntegr ated Power Gener ation

The deregulation of the UK el ectricity market in 1998 increases the attractiveness of
incorporating a building-integrated energy system into a building design. Small power producers
can now export directly to the grid, while consumers can choose whom to buy their power from;
this allows the owner the possibility of actually generating income from an energy saving
scheme through selling surplus power. The benefits of building-integrated energy systems are
therefore two-fold:

e money is saved through efficient production of power and possibly heat, with surplus
electricity being sold to the grid, generating revenue;

« the environmental impact of the building’s energy consumption is reduced.

It is this ability to generate income, while at the same time saving energy and reducing
environmental impact that makes building-integrated energy systems an increasingly attractive
option to energy conscious building designers. Note however that the practicality of exporting
surplus power to the grid is strongly influenced by the price paid for this electricity. In many
cases this is a fraction of the price paid for power drawn from the grid. Grid connection is
discussed further in appendix 1

An indication of the increasing popularity of building-integrated energy systems can be gauged
from the rapid increase in the number of schemes: 100 PV systems are being installed in schools
as part of the UK Scolar program [15]; the UK government’s target for installed CHP is

5000MW by the year 2000 [16] (the potential is estimated at 10 to 17 GW [16]) and
structurally-integrated wind turbines are being included in a low-energy building in Glasgow

[17].



1.3 Designing for Building-Integrated Energy Systems

Clearly, the building-integrated energy system may well become an important feature of
buildingsin future years. However, to achieve the potential energy benefits of such systems they
must be properly designed as an integrated part of the building. However, compared to simpler
energy end-use reduction schemes, the design of these systemsis a complicated task:

e A building-integrated energy system affects all constituents of the building: fabric, heating,
lighting, occupants, plant and control. For the effective design of a building-integrated
energy scheme, its effect on all these disparate e ements of the building must be evaluated.

» The systemsincorporate complex e ectro-mechanical devices and advanced materials:
controls, engines, PV materials, €c.

e Building-integrated energy systems straddle both electrical and thermal energy flows, the
interaction and coupling between these two flow-paths must be considered.

* Thedectrical and thermal loads of the building must be estimated and any designed scheme
should be optimised to meet these loads.

* Thetransient effects of the external climate, building occupation and control action will
affect the operation of the system, and must be accounted for in the design process.

An appropriate means by which the complexity of a building-integrated energy system can be
analysed is through computer simulation using an integrated energy model, incorporating both
the building-integrated energy system and the building it serves. The creation of such an
integrated model entails the representation of the whole building (fabric, occupants, plant, air
flow, electrical system, etc.) asasingle mathematical entity. Solution of this model with real
wegather data allows the performance of the building with its integrated energy systemto be
analysed, optimised and tested in arealistic context.



1.3.1 Towards an I ntegrated Design Tool

Tools to model and simulate building designs have been available for many years (e.g. ESP-r*
Tas’, CLIM2000°%). The areas where such tools are used in the design process include: heating

and cooling strategies, natural ventilation schemes, active solar systems, thermal comfort and
overheating analysis. These uses have dictated that, in the current generation of simulation
programs, the ability to model the building’s thermal performance has been of paramount

importance.

The maturity and the increasing awareness of simulation tools by designers means that thermal
modelling is slowly gaining acceptance as a necessary part of the building design process.
Unfortunately, when more complex systems are considered, i.e. those which incorporate an
electrical energy generation system, problems are encountered: this is due to the fact that, in
building energy simulation, the area of electrical systems modelling has been overlooked. The
reasons for this are unclear. However, the absence of an electrical modelling capability means
that systems with strongly coupled thermal and electrical energy flows, such as those
encountered in building-integrated energy systems, cannot be modelled adequately. To facilitate
the modelling of these systems there is a clear need to augment the thermal modelling capability
of simulation tools with the ability to model electrical energy flows.

1.4 Objectives

The objective of this thesis is therefore to integrate the modelling of electrical systems into
thermal simulation tools. The means by which this will be achieved is by extending the
capabilities of the ESP-r [18] simulation program to encompass the field of electrical systems
modelling. ESP-r is widely used in simulation modelling research and, as will be explained in
the next chapter, is well suited to the integration of power flow modelling.

4 Devel oped by the Energy Simulation Research Unit, University of Strathclyde.
5 Devel oped by Environmental Design Solutions Ltd.
6 Devel oped by Electricité de France.
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The steps involved in the integration process will be:

* Thedevelopment of a means to model electrical systems and solve the associated electrical
energy flows.

* Integration of both the electrical model and solver into the ESP-r simulation package,
enabling, for thefirst time, the simulation of both the high and low grade energy flows in the
context of an integrated, whole-building, simulation.

e Creation of models for usein the simulation process. photovoltaic panels, CHP engines,
generators, transmission lines, heat exchangers etc.

» Testing of the electrical system solution method and component models.

* The development of example system models, which illustrate the capabilities of the
integrated tool.

Theintegration of dectrical modelling with thermal modelling will enable the evaluation of all
the important energy flows occurring within a building, allowing a greater breadth of building

energy systems (such as the aforementioned building-integrated energy systems) and scenarios
of energy usage to be modelled.

Other commonplace phenomena occurring in the electrical domain, such as those shown in table
1.2 can also be modelled using an energy simulation tool augmented with electrical modelling
capabilities.

Modelling of the building electrical system will alow the power flows and demand of the
building to be determined in the same way as simulation tools are currently used to determine
heating and cooling loads. This enables a complete picture of the building’s energy performance

to be obtained from a single simulation.
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1.5 Larger-Scale Energy Systems

This chapter has focused on the concept of modelling the building as a complete energy system,
where the energy system includes the thermal and ectrical energy flows. However, the notion
of the energy system need not be confined to a single building: its definition can be enlarged to
encompass groups of buildings and multiple sources of power generation. It is hoped that the
integrated modelling method that emerges from this thesis will prove flexible enough to adapt to
the modelling of any type of energy system: from the single building to community-sized
systems.

1.6 Summary

This chapter has outlined the reasons behind the choice of subject for this thesis: the emergence
of new building-integrated energy system technologies in the built environment and the need for
asimulation tool to aid in their design.

Thelack of the ability to model eectrical energy flows in current simulation tools was identified
asamajor impediment to their use in modelling building-integrated energy systems. The
primary objective of this thesis was therefore defined as the integration of electrical power flow

modelling into building energy simulation tools.

The program to be used as the vehicle to achieve this objective was the ESP-r energy simulation
tool. The principles behind ESP-r and their rdevance to the integration of power flow modelling
into thermal simulation are examined in the next chapter.
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Chapter 2 - Modelling the Building

2. Introduction

The modern building comprises many different elements and is a many-faceted, synergistic
energy system that evolves dynamically with time due to environmental excitation, human
occupation, plant and controls interaction. The problem of attempting to describe and model
such a complex systemis not a new one. Many techniques have been devel oped which attempt
to obtain a solution as to how the building will respond, over time, to differing control,
occupancy and climatic scenarios. Solution strategies vary from the simplest, steady state hand
calculations, to the current state-of-the-art use of dynamic computer simulation.

The availability of low-cost, high-power computers has lead to a proliferation of computer tools
utilising numerical methods in the analysis of the building (some examples are given in section
1.3.1). Thesetools have the ability to model (in varying levels of detail): heat transfer, fluid
flow, climatic effects, plant and controls, as part of an integrated building model. Note, however
that these ‘integrated’ models do not yet have the ability to model the electrical system.

2.1 The ESP-r System

The ESP-r system is of particular interest as it applies the same basic modelling principle to all
aspects of the building and is flexible enough to be applied later in the modelling of the electrical
system. In ESP-r the model of the building is broken down into many small control volumes: a
control volume being a region of space, represented by a node, to which the principles of
conservation of mass, energy and momentum can be applied. Buildings modelled using this
technique may require the use of many thousands of control volumes to describe its fundamental
characteristics: opaque and transparent structure, plant components, fluid volumes, etc. Clarke
[1] summarises this approach to modelling the building as follows.
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“....ESP-r will @cept some building/plant description in terms of three-dimensional geometry,
construction, usage and control. This continuous system is then made discrete by division into
many small, but finite volumes of space. These finite volumes then represent the various regions

of the building within and between which energy can flow.

The discretisation technique used within ESP-r is termed a ‘control volume flux-balance’
approach [2].

An equation can be derived for each control volume using the laws governing the conservation
of mass, energy or momentum. This derived equation describes the fundamental physical
process occurring within the volume, e.g. heat conduction and storage, air flow, moisture flow,
convection, etc. Sets of these equations can be extracted from the building model and grouped
according to physical process. Solution of the equation sets, with real climate data and user
defined control objectives as boundary conditions, allows the determination and quantification of
the transient energy and fluid flow processes occurring within the building. In effect, a picture is
obtained of the environmental performance of the building during a simulated period.

The attraction of this modelling technique is that it can be extended from the modelling of low-
grade heat transfer and fluid flow processes, to the area of high-grade electrical energy flows.
This is the subject of chapter 3. This chapter describes the principles behind the control volume
technique and its application to the modelling of the thermal and fluid flow processes
encountered within the building.

2.2 Control Volumes

ESP-r's model of the building consists of a number of coupled polyhedral zones that describe the
geometry and fabric. Augmenting these zones are a series of networks, each of which describes
an energy sub-system: heating and air conditioning plant, air, fluid and moisture flow. The
combination of the thermal zones and associated networks, together with occupancy
characteristics, user defined control strategies and climate data forms a complete model of the
building. The physical elements of the model: zones and networks are described using control

volumes.
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A control volume is created by defining a fictitious boundary around a region of space. The
characteristics of this control volume can vary greatly: homogeneous or non-homogeneous, solid
or fluid, size and shape. Despite the variety of the characteristics, the conservation of mass,
energy and momentum can always be applied.

Theflexibility of control volumes allows them to be used in the modelling of any part of the
building and a multiplicity of physical processes (figure 2.1).

<> &——> conduction 2 ------------- > radiation
electrical flow &—> > f1 ui d/ noi sture

convection
flow

el ectri cal .
vol ume solid vol une

solid vol une

fluid
... vol umes

solid
vol unes

el ectrical
vol ume

Figure 2.1 Finite volumes as used in ESP-r.

As mentioned previously, characteristic equations are defined for each control volume based on
one or more of the conservation equations: energy, mass or momentum. These characteristic
equations encapsulate the physical characteristics and phenomena associated with the control
volume and also implicitly link the volume to its neighbours. The linkage takes the form of an
energy or mass exchange with adjacent volumes.
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The following paragraphs demonstrate applications of the control volume principlein ESP-r.
Knowledge of the application of control volumesin athermal context is crucial to the
understanding of their application in modelling the electrical energy subsystem. This also gives
an insight into how thermal and electrical systems can be modelled in atruly integrated fashion,
by using the same modelling technique for both.

Note that the derivations of the control volume characteristic equations that follow are only
intended to introduce the reader to this approach to modelling the building. A more complete and
rigorous treatment of the theory behind control volumes and ESP-r is given by Clarke[1].

2.2.1 The Control Volume Applied to a Zone

This section deals with the application of the control volumes to the most important e ement of a
building model: the enclosed air (fluid) volumes that constitute the thermal zones of the

building. They are aso perhaps the most thermodynamically interesting areas of the building, as

the modeller can successively apply energy, mass and momentum balances to a volume of fluid,
depending on the rigour of analysis required. In addition, the zones of the building are subject to
many varied energy exchanges: heat and vapour gains from occupants, plant interaction, solar

energy transmitted through glazing, infiltration, air exchange with other spaces etc. Finally, and

as a link to chapter 3, a coupling between this control volume and the electrical ‘world’ is the
heat gain to the building interior from lights and other electrical appliances. Other
thermal/electrical couplings are explored later.

The flexibility of the control volumes in analysing physical problems at varying levels of
complexity will be shown in this section, as the control volume technique will be applied with
increasing rigour to the zone. Subsequent sections will demonstrate the application of the control
volume technique to the fluid volume’s bounding and peripheral elements: fabric and
conditioning plant.

At the most basic level of detail a single control volume, represented by a single node, can be
used to describe the volume of fluid that constitutes the zone. This volume is bounded by solid
constructions and is subject to heat transfer by convection, fluid exchange with its neighbouring
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volumes, infiltration from the exterior, heat and vapour gains from occupants, plant interaction,
etc. The fundamental equation governing these exchangesis an energy balance of the form

J6, n
PViG 7' = > 0. (2.1)
=

V, is the volume (m®) of the fluid volumei, g is its average density (kg/m°), ¢ isits average

specific heat (JkgK) and 4 isits average temperature (°C). The left-hand side of the equation

n
represents the thermal capacitance of the fluid volume, whilethe z g; termisthesumof the
=1

energy fluxes (W) that interact with the control volume. These are of three types: surfaceto fluid
heat transfer, fluid flow from other fluid volumes and sensible energy gains from sources inside
the zone.

The general form of the equation describing the convective heat transfer (W) between a surface s
and the fluid volumei is

Qis = hcsAs(gs - Hl) (22)

6, is the surface temperature, A is the contact area (m?) with the fluid volume and hgis the heat

transfer coefficient (W/m°K). Note that in this equation, alinear convective heat transfer

coefficient is used to describe the non-linear process of convective heat transfer. Thisis doneto

preserve the overall linearity of the equation, eventually enabling fast, efficient solution methods

to be applied in the solution of the equation sets that describe the zonal energy flows (thisis

discussed in section 2.3.1). ESP-r's treatment of non-linear processes using linear coefficients is
explained in section 2.3.3.

The from of the equation describing the energy exchange (W) due to fluid flow between two

fluid volumesi andk is

q; = m;c; (6, - 6,) (2.3)

U
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r, is the pressure/temperature driven mass flow rate (kg/s) between the two volumes,

calculation of this value is dealt with in the next section. ¢is the specific heat of the fluid
transferred from the neighbouring volume and g is its temperature.

The gains from sources inside the zone (W) can be lumped together into a single term, g;, which
includes such phenomena as sensible heat gains from the lighting, small power loads and the
sensible heat gain from occupants.

The basic equations for the control volume energy balance can be applied to the fluid volume
showninfigure2.2.

fluid/fluid
exchange

surface/
fluid
exchange

Figure 2.2 Energy exchanges associated with a zone fluid volume

The volume is bounded by nine different surfaces, each of which exchange energy by convection
with the air volume. There are also four fluid exchanges with surrounding fluid volumes (some
of which may be exchanges with the external environment). Applying the previously defined
equations to the fluid volume of figure 2.2 gives the following expression

96,

4
PV = > h A (0, —6) + > myc (6 —6) +q . (2.4)
=1 K=1
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Applying a backward difference schemeto the partial derivative term, over some finitetime
interval, At (s), the following expression emerges.

vic g™ -4 2 4

£ (A )= S ha @ o+ 3 e -o) +a (25)
t = k=1

Dividing by the volume Vi:

t

9 C i
PiC (Hi“rAt - Hit) ,zzlhcii Asi (gﬂ' ) kzlmtkck (9& - 0it)

t
+ L3 (2.6)
At \V/ V, V,

For reasons of numerical stability during the solution process, ESP-r uses a mixed

implicit/explicit form of the heat balance equation [3]. Theimplicit form is given by

©

+ + + 4 < t+ + +
e (HHN —gt) _ lhf: AtijAsj(Q; M _ gresty kthk Mg (LS — greany
iGi i i) + k=

At V, V,

2.7)
_t+At

Adding equations 2.6 and 2.7 together, re-arranging and grouping the future time step terms on
the right hand side gives the mixed expression for the energy balance at fluid nodei.
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This is the basic equation used by ESP-r in the calculation of a fluid volume’s temperature. The
bracketed term in front of the nodal tempera®@i#é€' is known as the self-coupling coefficient.

The terms in front of the other future time step nodal temperatures are the cross coupling
coefficients. These provide the link to the other nodes which exchange energy withTiuele

right hand side of the equation can be regarded as a single coefficient comprising calculated
present time step terms and known boundary conditions.

The above equation describes the one-dimensional heat flow associated with the air volume.
ESP-r deals with three-dimensional heat flow in the air volume using integrated computational
fluid dynamics (CFD). This is discussed in the section 2.2.3. ESP-r can also deal with two and
three dimensional heat flow calculations in solid elements. The use of control volumes in

modelling the solid structure of the building is discussed later.

For the sake of clarity in the derived equations 2.1-8 the nodal thermophysical prgpérties
andc, are shown as time-invariant. However, these properties can vary with temperature and
hence become functions of the, as yet unknown, future time step temp@&&tuESP-r can

deal with these time-varying thermophysical properties using the techniques outlined in section
2.3.3.
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Note that the derived balance equations contains terms relating to bulk air (fluid) flow (m); the
principles of the control volume can be extended to model this phenomena as well.

Also note that the derived characteristic equation gives equal weighting to the implicit and
explicit terms, the so-called Crank-Nicholson formulation of the equation. It should be kept in
mind when reading the derivations that follow, that ESP-r allows the user to change the
weighting between the implicit and explicit components of the characteristic equations.

2.2.2 Application of a M ass Balance to the Fluid Volume

As with the plant and zonal energy equations, the fluid flow equations for a control volume are
derived from a basic balance equation; this assumes that the sum of the connected mass flow

ratesis zero and that no mass is stored:

S 1y, =0. 2.9)

i=

m, is the mass flow rate between nodesi and j (kg/s) and n is the number of connected fluid

volumes that exchange mass with nodei. Consider the following room, described in the previous
section, connected to four other volumesi+1....i+4 by various openings.
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Figure 2.3 The control volume representation of a fluid volume.

Flow between volumes is generally governed by a non-linear function of the pressure difference
across the opening separating them:

My = F(Po Py) = T(Apyy)- (2.10)

Here p, isthe pressure of the node (Pa). Thetotal pressure difference across an opening is a
combination of static pressure difference and pressure differences caused by height and density
variations between the two connected fluid volumes (i.e. buoyancy effects).

The general form of the balance equation for the nodei is

fF(AP; 1) + T(AP;i42) + T(AP3) + T(AP i44) = 0. (2.11)

If all the openings into the zone are small cracks (i.e. through small window openings and under
doors) then the non-linear equations governing the flow are of the general form

m= prx,y(Apx,y)nl (212)
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wheren and k are empirically derived values dependant upon the opening characteristics (area,

hydraulic perimeter, length, etc.). The balance equation is therefore

Pi+1Ki 11 (B 141) " + pi+2Ki+2(Api,i+2)b + 043K i+3(OP;43)°
(2.13)
+ pi+4Ki,i+4(Api,i+4)d =0.

Equation 2.13 is anon-linear function of the inter-nodal pressure differences, which describes
the flow balance at nodei. Note that the governing egquations of mass flow through an opening
need not be the same as equation 2.13, but can be any function of the pressure difference across
it.

Many researchers (e.g. Cockroft [4]) have developed expressions of the form of equation 2.10
that describe the flow of fluids across building components (doors, cracks, ducts piping, €tc.)

2.2.3 Application of Energy Mass and Momentum Balances (CFD)

The representation of a zone using a single control volume as described previoudly is easy for
the modeller to conceptualise, computationally efficient and simple to implement in simulation
tools. This single control volume model of the zone provides the modeller with information
regarding the bulk temperature and air flows within the room. However, the implicit assumption
behind the use of the single air volumeis that the air is well mixed; this is sometimes not the
case as temperature stratification, stagnant areas, thermal plumes and cold down draughts
usually exist in heated rooms. If these phenomena are to be modelled, and more detailed design
information is required, such as room air velocities or room temperature distribution, then a
more detailed approach to modelling the zone air volume must be taken.
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Figure 2.4 The zone subdivided into smaller control volumes.

Subdivision of the zone into many smaller control volumes and the addition of a momentum
balance and perhaps a concentration balance (e.g. the quantity of water or contaminant in each
volume) to each, introduces the prospect of integration of computational fluid dynamics (CFD)
into the building simulation. The use of CFD to model the zone allows not only the
determination of bulk fluid energy flows, but also the airflow patterns and temperature
distribution as well. However, it should be noted that increasing detail is achieved at the expense
of increasing computational and data input overhead. The advantages, disadvantages and
applicability of integrating CFD into a simulation must be carefully considered by the modeller.

The equations for each CFD control volume (or cell) involve the conservation of mass
momentum, energy and concentration. These equations have the following general form:

J J o
o=, X?)‘ +s,. (2.14)

Here @isatransport variable, I ,is a diffusion coefficient and Syis a source term.

Indoor air flows are complex, chaotic phenomena that can be simulated using turbulent transport
models. In these models the fundamental equations are time-averaged and are augmented by a
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further two equations representing local turbulent energy, k (J), and its dissipation, £ (J/s); these

equations form the k- £ turbulence mode.

Substituting the terms shown in the table below into equation 2.14 gives the time-averaged
conservation equations for mass, energy, momentum and concentration, plus the equations for
turbulent energy and its dissipation rate.

Equation type [0} My S
Continuity (mass) 1 - -
Momentum V, M 0 V-
a_P + i EU ! + & - pgi
0% 0X [ axi X
Energy T M q"
Cp
Concentration (3 e m"
Turbulent energy k Uy G-Cppe-G,
A
Energy dissipation € 2
/J_Ef CliG_Cng—_C3£Gb
o k k k
£
_ M H _ M H _ e
==+ ’ M =—+— ’ - + U, - ’ C
e e TS Yo Heg =Mt 1; p=p(T,C)

b Hax ax Hax

Cp=1.0; Cp=1.44; C,=1.92; 0} :1.0, o,=13;,0;=09; 0. =09

Table 2.1 Diffusion coefficients and source terms for the k- model.

The V terms in the equations represents time-averaged vel ocity components (m/s), while T and P
represent time-averaged temperature (K) and pressure (Pa) respectively; 14 is the eddy-viscosity
(kg/ms) of the flow, while g" and m" are the per-unit volume rates of heat (W/m®) and mass
generation (kg/m°); Pr isthe Prandtl number. The other symbols used in the equations represent
their usual thermophysical properties.

The equations of the k- model are solved iteratively to yield the temperature and velocity
distributions within the space described by the CFD control volumes. However, the k-¢

turbulence model is valid only for high Reynolds Numbers. At low Reynolds Numbers, typically
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encountered at wall surfaces dueto viscous effects, log-law wall functions are required to
describe the velocity and temperature distributions.

Negrao [5] describes the basic theory behind CFD modelling and how it is applied within the
context of a building simulation. Clarke and Beausoleil-Morrison [6] describe how CFD has
been fully integrated into the ESP-r system: a graded approach is taken, in which the CFD and
building model can interact at varying levels of complexity. At the simplest level of integration
the CFD model is run to provide the surface convective heat transfer coefficients (the h, term of
equation 2.2) for the thermal model. At the most complex level of integration, the CFD model is
fully coupled with both the thermal zones and the fluid flow network (which provides mass flow
and velocity boundary conditions). The CFD solution then provides air temperature and vel ocity
distributions within the zone, as well as air flow information to the fluid flow network.

The surface convective heat transfer coefficients calculated using the CFD model can be used
directly with the group of control volumes described in the next section: those which describe
the bounding multi-layered construction of the zone fluid volumes.

Theintegration of CFD into ESP-r illustrates the trend towards increased rigour and complexity
in building energy modelling. Thistrend is driven by the desire to model the physical processes
occurring within the building in a more realistic fashion. A result of this move towards
integration is that once separate modelling tasks such as CFD, lighting analysis and building
thermal simulation are now performed simultaneously within an integrated model. The addition
of electrical power flow modelling to building simulation is another step in this direction.

2.2.4 The Control Volume Applied to the Building Fabric

In ESP-r multi-layered constructions are used to represent the solid el ements which make up the
building fabric and provide the physical boundaries to the zones. Consider now the application
of the control volume principle to the fundamental heat transfer process occurring in these solid
elements: conduction, convection and radiation.
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Figure 2.5 Heat transfer in a multi-layered construction.

It is possible to represent the surface layer of the construction shown in figure 2.5 using three
control volumes: a homogeneous material volume, a surface volume and a mixed property
volume located at the boundary with the next layer of material. Each is of dimensions Ax, Ay,
Az,, (m), where Ax, is the thickness, Ay, the breadth and Az, the height of element n. Consider
firstly the application to the homogeneous volume, represented by nodeii:

Az

o Ay

! TN |

V-
7A

Figure 2.6 A control volume representation of alayer of homogeneous material.
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Thefollowing is the basic heat balance equation for one dimensional heat flow along the x-axis
in this element.

d6. n
pcVi—-=3%q (2.15)
& &

Note that the basic equation for the solid control volumes isidentical to that applied to the fluid
volume (equation 2.1).

Again, applying a backwards difference scheme to the partial derivative term over somefinite
timeinterval At (s), and considering the heat fluxes shown in figure 2.5 the following expression

emerges.

picV, (6’itJrAt - 6it)
At

= Qit,i+1 + Qit,i—l + qite' (2.16)

6" represents the temperature at the current timet and 8" the temperature at some futuretime
t+At. The g;, (W) termincluded in the equation is a general heat generation term that can be

adapted to suit various temperature independent phenomena, e.g. plant heat input or solar
absorption. The conductive heat transfers with adjacent nodes (W), ¢;+1, and g;;.1, can also be
expressed in discrete form:

K i 1Az Ay; (Hit+l - Hit)

ti i+1 — H 217
Qii+ Ax (2.17)
similarly,

k . Az Ay (6", — 6
qit’i_l — i,i-1 ZI yl( i-1 |) . (218)

AX;

Where kq,, represents the conductivity (W/mK) of the material between the two nodes m and n.
Substituting equations 2.17 and 2.18 back into equation 2.16 gives
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piGV; (67 - 6) _ ki i 10z A, (61— 6) N ki 100y, (64 - 6) el

' 2.19
At Ax; AX; Gre (2.19)

Thisisthe explicit form of the heat balance equation for the control volume represented by node
i. Theimplicit form of the equation is given by

picV; (67 -8l _ ki 1Az Ay; (OU" -6 N ki i207 by, (671 -6

At AX; AX;
(2.20)
g™
Adding 2.19 and 2.20 together gives the following mixed expression.
L PiCV; G _ kijindzy; @ -6 . KiiaBz 8y, @ -6
At AX; AX;
(2.21)
ki im0z 8y, (65 -6) . KiiaBz 8y, @ -6 bt + gt
Ax; Ax e e 7

Dividing by the volume V; = (AxAyAz); and grouping the future time row terms (t+At) on the | eft
hand side of the equation gives

gl _ Kii-1 At _ O "
' A2 ax? T (axayhz)

H2pic N Kijivg Ko %Hm LA

H at Ax 2 -

(2.22)

_ FPpiCi + Kijvn tKijog %_t + Kijis1 6! Kii-1 o . + Gie

H At Ax,2 Ax? * Ax2 Tt (axayaz),

Thisis the basic energy balance equation used by ESP-r in the cal culation of nodal temperatures

in a homogeneous layer of material. Note the similarity between this equation and the energy
balance derived for the fluid volume (equation 2.8).
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Similar equations can be constructed for the control volume at the surface layer of a material,
represented by nodei+ 1, and the mixed property element, nodei-1, located at the boundary with

another layer.

A control volume as shown in figure 2.7 represents the surface layer of the construction, shown

infigure2.5
Ayi +1
/
i il T
° Axi " N e
K AZi +1
N
N~

Figure2.7 A control volume representation of the surface layer of a material.
Considering only one-dimensional conduction and applying the same procedures as were used

with the homogeneous e ement, the following equation for the energy balance in the control

volume emerges.
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= Hzpi"'l Ci+l + ki’i+l + S hrs,i+l + hCi+l it+1 + ki’i+12 eit + i
H At A 2 &K, DXy AX, ., & Mt

t
+ hci+1 t+ qri+1

AXi +1 : (AXAyAZ)i +1 .

Again, the self-coupling coefficient, cross coupling coefficients and right hand side coefficient
are evident in the equation structure. However additional terms are included to account for
physical phenomena occurring at the surface of a material. h. is the convective hesat transfer
coefficient, described in section 2.2.1. &, isthe temperature of the adjacent air volume.

n

z h, i+, aretheradiative heat transfer coefficients (W) that characterise the long wave radiant

s=1
heat transfer between this and the n other surfaces in the zone. The term g, represents solar and
other radiant gains (W) to the surface (e.g. from plant and occupants).

Thefinal type of element shown in figure 2.5 is the mixed property control volume, represented
by nodei-1, thisis shown in more detail in figure 2.8.
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material interface

Figure 2.8 The control volume representation of a mixed property region.

In asimilar fashion to the homogeneous and surface regions, the following equation describing
the energy balance in the finite volume can be derived.

_Zpi_lci_l + k|| 1R+ ZAX kl 2,i 1R+ ZAX t+At
At Ax 3 (A% - +AX. 2,i- 1)R Ax 3 (A% - +Axi—2,i—l)R
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+
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Note that the density 0., and the specific heat c,i.;0f this control volume are a volume weighted

average of its two constituent materials. R represents an added resistance (m*K/W) at the
material interface.

Also note that the equations shown here deal only with one-dimensional heat conduction. As
was noted earlier, ESP-r can also model two or three-dimensional heat flow in elements of the
building structure. Clarke [2] outlines how the control volume method is extended to deal with
this.

The previous sections illustrated the control volume technique applied to the characteristic
elements of the zone: the fluid volume and its bounding constructions. Equations describing the
energy flow in those elements were derived. Clarke [2] uses the same methods to develop
equations for other constituents of athermal zone: transparent constructions, air gaps etc.

2.2.5 The Control Volume Applied to Plant Components

As with the zones that make up the building model, the control volume technique can also be

used to derive the equation sets describing a building’s plant network. In ESP-r the plant
network consists of a coupled group of plant component models, each of these models being
described by one or more control volumes. Consider the application of the technique to a typical
plant component; an air/water heat exchanger. The component can be described using three
control volumes: one for the fluid, one for the air and one for the solid elements of the
component. More or less control volumes can be used, depending on the level of detail required
by the modeller. This representation of the plant component is shown in figure 2.9.
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Figure 2.9 The control volume representation of a air/water heat exchanger.

The energy balance equation 2.1 can also be applied to the control volumes of the plant
component. Discretising this equation for the solid node, i, of the plant component gives

('t+At _ 't)
PV IT,[I =i i Y 0o (2.29)

Where g; .1, 0,i-1 @re the heat exchanges (W) with the neighbouring fluid and air volumes of the
heat exchanger, ¢ . is the heat exchange (W) with the environment surrounding the plant

component. G;;+1, andg;,i.; can be expressed as a function of temperature:

Giiva = MiviA (B — 6)); (2.26)
similarly,
Oi-s = MicA (G, - 6). (2.27)

A nare the contact areas (m?) between the volume represented by node i and connected volumes:
in this case the contact area of the neighbouring air and fluid streams with the solid casing. hj
are the heat transfer coefficients between the fluid streams and the casing (W/m°K). As with the
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building equations, linear coefficients are used in the representation of non-linear heat transfer
exchanges between the fluids and the casing. Again, refer to section 2.3.3 for an explanation of
how ESP-r deals with these non-linear processes.

The exchange between the plant component and the environment can be expressed in a similar
form to equations 2.26 and 2.27

Go=h.0@O,-6). (2.28)

Whereh; ., is the heat transfer coefficient between the control volume and the environment at a

temperature 6...

Substituting 2.26-8 into equation 2.25 at some timet, gives the implicit form of the control
volume energy balance equation for nodei.

t+At _ pt
pcV, (IT,[HI) = hi,i+lA,i+1(git+l -6')+ hi,i—lpﬁ,i—l(git—l -6))+ hi,ooA,oo(etIo -6!).(2.29)

As with the building equation sets, ESP-r uses a mixed implicit/explicit expression as the
characteristic equation. The implicit form of equation 2.29 is

(Hit +At _ 6,

t
piCiVi A ) = hi,i+lA,i+1(6it:1At _6it+At) + hi’i_lp‘j’i_l(eitjlm _ 6it+At)

(2.30)
+ hi’wA’w(6;+At _ 6it+At).

Adding the implicit and explicit expressions and grouping future time step terms on the |eft-hand
side of the equation gives
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The plant control volume characteristic equation has an identical structure to those derived for
the multi-layered construction, with a sdf-coupling coefficient, cross coupling coefficients
linking adjacent control volumes and a right hand side containing previously calculated and
known values.

Turning to the other two control volumes in the heat exchanger and applying the same basic
energy balance as was as used with node i, two characteristic equations can be derived. Note,
that in these two cases energy is exchanged by fluid transfers with adjacent volumes where the
heat exchange (W) between two nodes x and y, coupled by fluid flow is given by

Oyy = M yCy (6, —6,). (2.32)

Theair in the heat exchanger is a binary mixture, consisting of both dry air and water vapour,
hencein equation 2.33 subscript v refers to vapour properties and a refersto dry air properties,
m refers to amass flow rate of air or vapour (kg/s). The heat exchange with nodes coupled by
fluid flow is given by

Quy =My, ,Coy (O = 6y) + My Cpp (B —6y). (2.33)

Theair and vapour are assumed to be at the same temperature.
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For the air volume node -1, the energy balance equation is therefore

L t+At t+At
+ rn\/i_lvi_zcv. + rnai_lvi_2 Cai | i- lAﬁ i-1

i-2 -2

|-pVi—1CVi—1VVi—1 + pai—lcai—lvai—lj < t+A
At

- m\t/TlA,tz Vi, it—+2At - m:f,tz a,_, |t+2At —hiA; 16"t+At

(2.34)
[pv 1C V -1 + pa 1 —1Vai—1] : .
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At ) i-2 ) i-2
+ rh\t/i_lvi_zCvi_zé’it—z + mtai—l,i—z Cai_zgit—z +h A6
For the fluid volume represented by node i+ 1, the energy balance equation is
C

Eb [p|+l |+1 |+1] m\t/;fit+zcvi—2 + hi,i+1A1,i+l élbit:lm

- mutzlAt|+2C|+26|ta:f2At - hi,i+1A1,i+16itJrAt
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Note that, as with the equations for the zonal fluid volume, the energy equations contain terms
relating to fluid flow. Again these would be evaluated using a mass balance technique applied to

afluid control volume.

Clarke[2], Tang [7], Aasem [8] and Hensen [9] apply the control volume modelling technique to
avariety of plant components, while M°lean [10] applies it to solar energy systems. The
resulting library of developed component models allows the simulation of air conditioning
systems, hot water heating systems and mixed air/hot water systems as a plant network in ESP-r.
Chow [11] has extended the principle of the control volumesin plant modelling by identifying
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27 fundamental ‘primitive parts’, which are essentially characteristic control volumes describing
the basic thermodynamic processes occurring in air conditioning systems. The aim of this work
is that any plant component can be described and modelled from coupled groups of these

primitive parts.

2.3 Treatment and Solution of the Finite Volume Equation Sets

The previous sections demonstrate the applicability of the control volume to different aspects of
the building and how for each, a characteristic equation can be extracted. Having derived these
equations, it is necessary to arrange them in a form suitable for solution within the context of a

transient energy simulation.

Two different types of equation were derived in sections 2.2.1-2.2.5: the linearised zonal and
plant equations and the non-linear, fluid flow equations. Grouping each set of equations
according to subsystem and type allows them to be processed in the most appropriate manner:
direct methods for the linearised plant and building equations and iterative techniques for the
non-linear fluid flow equations. Note that the processing method is determined by the linearity
or non-linearity of the system’s characteristic equations, rather than the linearity or non-linearity
of the system itself (i.e. air flow is a linear system modelled using non-linear equations, the
reverse is true for the building and plant energy flows).

All of the derived equations contain terms relating to other coupled volumes, so a simultaneous
solution is required. The following sections describe the methods of solution for the building,
plant and fluid flow equation sets. Section 2.4 shows how they are solved simultaneously by a
process of iterative handshaking.

2.3.1 Zonal Energy Equations

The equations which describe the energy flows in the thermal zones of the model have the

general form
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n
For any nodei,d is a nodal temperature, g the sdf-coupling coefficient, Z b, arethecross
=1

coupling coefficients to connected nodes, ¢ is the coefficient for the heat generation term, g and
d are any ‘known’ boundary condition (e.g. climate parameters). The terms on the right-hand-
side represent the unknown future time step of the simuldtiod)t , while the left-hand-side

terms contains the present time step and known boundary terms.

In matrix form, the set of zonal equations can be written as
Ax'"8 = Bx'+C)=Z. (2.37)

WhereA is the matrix of future time step nodal self and cross-coupling coeffickigshe
matrix of present time step coefficients &hds the matrix of known terms and boundary

conditions.Z is the combined matrix of solved present time step and known tefffisand

x' are column matrices of nodal temperatures and heat injections at the present and future time

steps respectively.

Solution of equation 2.37 can be achieved by multiplication of both sides by the invarge of
give the unknown temperatures and heat injections. Unfortunatel, rtireetrix is characterised

by its size and sparsity (in the typical building model&Ahmatrix will contain thousands of
entries, most of them zero). Inversion of this type of matrix at each time step in a simulation is
both a computationally expensive and time-consuming process. This solution method is
therefore unacceptable for use in a simulation tool. ESP-r uses a more efficient, customised
solution process. Instead of forming one large matrix equation for the whole building, smaller
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equation sets are derived on a zonal basis: one for each multi-layered construction and one for
the fluid volume enclosed by them. The equation sets can still be grouped in matrix form similar
to equation 2.37. The multi-layered construction equation sets contain all the nodal equations
for the structure, except those of the surface node bounding the fluid volume, which isincluded
in the fluid volume equation set. The form of a solid construction equation set is shown below,
with one point of plant interaction. Note that even with this smaller matrix, many of the
coefficients will be zero (an x represents a non-zero coefficient entry).

known and boundary
condition terms

lant injection coefficient

[ hodal temperatures and plant

A
O
X H [@ O injections
matrix of self and cross-\ﬂ\g\ ici
. T surface coefficient held
coupling coefficients Eﬁs 0 for reduction process

M. B (see Clarke[2]).

For a zone with one air node and six enclosing surfaces a typical form of the air and surface
nodal matrix equation is as follows.
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air volume coefficients

Subscript sn refers to a surface node, sn-1 refers to the next-to-inside surface node and 6, is the
temperature of the zone air node. The aim of the solution method is to process the zonal equation
sets, taking into account the interaction of other factors, such as plant input and control
objectives, on the eventual solution. The control objectives are central to the processing of the
equation sets and require some explanation.

The basis of control in ESP-r isthe control loop, through which a property of a node is sensed
and an appropriate action taken at an actuation point, which may be the same or another node in
the model. The aim of the actuation is to bring the sensed nodal variableto a desired value. As
an example: it is possible to change the temperature of air delivered to aroom by altering the
flow of hot water to a heating coil located in an air handling unit in another part of the building.
The operation of control in ESP-r is discussed at length by Clarke [2].

Returning to the solution process, this proceeds using a forward reduction technique, in which
the equation set of each multi-layered construction is processed so that one characteristic
equation is derived:
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Wherea ... jarethe modified coefficients emerging from the reduction process. The

characteristic equation contains the essential properties of its associated equation set. Note that if

one of the nodes in a particular construction is a sensed node then an extra characteristic

equation is derived from the construction’s equation set. This extra equation incorporates the
temperature of the sensed n@eas shown above, where the sensed node is 3. This control

temperature will be used in the final solution of the zonal energy equation.

The extracted equations are added, arithmetically, to the air volume equation set, which is in turn
forward reduced to a final characteristic equation for the entire zone:

n
2 86, +bg +cgp=d. (2.38)
i=1

Again, b, c andd are the modified nodal coefficients emerging from the final reduction process,

n
while z a are the modified coefficients relating to the bounding temperatures of thé&zpne,
1=1

e.g. the temperatures of other connected zones or an external tempgyagpresents the
energy input from plant, whilé, is the temperature of the sensed node in the zone. If previous



time step values’ are used for the as yet unknown zonal bounding temperatures, the equation can
be solved in one of two ways: if the control temperature, 8. is known, then g, can be calculated,
alternatively if g, is known then the temperature of the controlled node can be determined. Both
methods are required in the simultaneous solution scheme outlined in section 2.4.

All the other nodal temperatures in the zone are found by a process of back-substitution from
this single solved temperature. The solution process outlined hereis described in more detail by
Clarke [2] and can be applied to all other the zones in a building mode.

2.3.2 The Plant Energy Equations

The plant equations derived in section 2.2.5 are of a similar form to the building equations and
can be solved using direct methods. Unlike the building solution method, partitioning is not
required, dueto thefact that a far smaller number of equations are used in the description of the
plant network.

The general form of the plant energy equations was

J U]

aigi'[+At + ]Zlb” 6'F+A'[ — aigit + ]Zlbgt + C. (239)

n
Note the similarity to the zonal equations. Again, a; is the self coupling coefficient, z b, are
=1

cross coupling coefficients, 62" and 6" are the sdf nodal temperatures at the future and
present time steps respectively. The coefficient ¢ holds known and boundary data such as: fuel
flow rates, external temperatures, heat injection terms, connected zone temperatures, ec.

" At hourly or sub-hourly simulation time steps the error introduced by this assumption is small.



As with the building equations, the set of plant equations can be written in matrix form:

AG"M =BE' +C. (2.40)

Where the symbols have the same meaning as in equation 2.37. Solution for the future time step
nodal temperatures can be achieved by a direct method such as Gaussian elimination.

As with the building, the solution of the plant matrix is dictated by control interaction, where the
state of the system components is adjusted to bring about a desired control objective. The sensed
node for the plant control may be another plant component or another node in the building
model, e.g. the flow rate of cold water into a chiller coil may be controlled based on the relative
humidity in athermal zone. Control is calculated for the plant network prior to solution of the
plant equations, hence the solution incorporates the effects of control action. The control action
is calculated based in the previous time step calculated values, i.e. onetime step in arrears.

2.3.3 Treatment of Time-Varying and Non-Linear Processes

The equations derived for both building and plant are in linear-algebraic form, which allows
their solution using the efficient, direct methods outlined in sections 2.3.1 and 2.3.2. This
solution technique can be easily adapted to cope with the time-dependency of thermophysical
properties and/or non-linear heat transfer processes.

All the equations derived for the zones and plant contain terms relating to thermophysical

properties such as: density, specific heat capacity, conductivity etc. If these are considered time-

variant, e.g. as afunction of temperature, then the value of the coefficients on the |eft-hand-side

(future time step) of the control volume energy equations cannot be determined, as the future

time step temperature is unknown. ESP-r's solution to this problem is to calculate the material
properties based on the previously calculated time step temperatures. This has the advantage of
maintaining the linear form of the zonal and plant energy equations. If a great degree of accuracy
is required, or where certain processes or material properties are highly non-linear, then an
iterative solution mechanism can be employed, whereby the equation sets are solved assuming

the previous time step temperatures and processed to give the future time step solution. If the
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difference between the assumed and calculated temperatures is too great then the solution is
repeated for that time step until convergenceis obtained.

The same solution can be applied where non-linear heat transfer processes occur, e.g. long wave
radiant or convective heat transfer. In the zonal and plant equation sets these phenomena are
represented by linear coefficients’, whose values are calculated based on previous time step
temperature. Again, if a great degree of accuracy is required then the iterative mechanism can be
employed. In practice though, the assumption of previous time step temperatures proves
acceptable in hourly or sub-hourly building simulations.

2.3.4 The Fluid Flow Equations

The equations which govern the fluid flows (air and water) associated with the building are non-
linear. Hence, to achieve a solution of the fluid network equation set, an iterative solution
technique must be employed. Recall that the basic mass balance equation for each node in the

network was
n .

Z m; =0.
=1

Each flow associated with node i can be expressed as a function of pressure difference:

m; = f(p,, p;) = f(Lp;).

® Note that the cal culation leading to the determination of the heat transfer coefficient may bea
complicated process e.g. where coefficient can be calculated from ahighly non-linear equation. Thisis
particularly truein the case of explicitly calcul ated radiative heat transfer coefficients for zones (see
Clarke[2]).
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The sum of mass flows at a nodei can therefore be expressed as a function of all the pressure
differences between it and all connected nodes:

S m= f(Ap1, AP ..o, BP0, DD ,) = F(AP) = 0. (2.42)

=1

Expansion of the function about some known set of nodal pressures differences Ap* by Taylor’s

series gives the following expression for an unknown set of nodal preastires

R &, (0p*) & (0p*) &, (0p*)
f.(Ap*™hy = £ (ApF) + ZE L AAD 1)+ L AAD o)+ A LA (AD ) +
|( p ) |( p ) ﬂApi,l ( pl,l) " ( p|,2) dApi,n ( p|,n)
2%t (LpK 2%t (Lpk 2% (Apk
N (a2 + 20 ) (aapy 02+ + SR D (g 2
ZA\ o d0p; » a0p;
(2.42)
Truncating terms above first order and rearranging gives
5, (Ap*) & (Ap*) J; (Ap*) O
f.(Ap*™) - . (Ap*) = — A(Ap ) + ——LAAp L) +...+——— L A(Ap )0
|( p ) |( p ) W ( p|,1) dApi’Z ( p|,2) dApi’n ( p|,n)5
(2.43)

Applying this equation to afi nodes and noting that at each noilép*) should be equal to zero

and A(Ap; ;) =Ap; —Ap; , the following matrix equation emerges.
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(2.44)

The diagonal terms of the matrix of equation 2.44 represent the rate of change of the mass
balance at nodei with respect to pressure. The off-diagonal terms represent the rates of change
of theflows in the branches connected to nodei. Equation 2.44 forms the basis for an iterative
solution for the fluid flow network and can be condensed to the following form

R =J[AP], (2.45)

Where J isthe matrix of partial derivative terms, known as the Jacobian. AP is the matrix of
nodal pressure changes between iterations k and k+1. R is the matrix of mass flow residuals at
the previous calculation of nodal pressures, P* . At each nodei in the network, R is given by

astheideal solution of equation 2.44 isreachedR = 0.

An iterative solution of the nodal pressures can be set up using the previously defined equations,
where at each successive iteration, k+1, the nodal pressures are calculated from
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p*t =p“ +1np, (2.46)

where Ap is found by solution of the matrix equation 2.44 using LU decomposition with

pivoting (explained in more detail by Hensen [9]).

At each time step of the simulation, equation 2.44 is solved iteratively until user defined
convergence criteria have been reached and R - 0. Walton [12] has refined the described
solution mechanism to cope with cases of slow convergence due to oscillating pressure
corrections. The implementation of the fluid flow solution technique in ESP-r is described by
Clarke and Hensen [13]. Hensen [9] has extended the capabilities of the flow solver so it can
also deal with the fluid flows in a plant network.

To successfully solve thefluid flow network, at least one nodal pressure must be known. This

pressure acts as reference datum for the iterative solution. One method of providing these known
pressures is to calculate wind-induced driving pressures at the building envelope, using climate

data and the building’s geometry. In a closed plant network (i.e. a hot water heating system) the
boundary condition could be an arbitrary reference pressure defined by the modeller. In chapter
3 the same iterative technique will be applied in the solution of equations derived from the
electrical network. Solution of building air flows with computational fluid dynamics used in
conjunction with the air flow network is described by Negrao [5].

2.4 Simultaneous Solution

Sections 2.3.1 to 2.3.4 have demonstrated how the different control volume equation sets from
the energy-related subsystems can be solved in an efficient manner: direct methods for the zonal
and plant equation sets, and an iterative method for the fluid flow equations. However, as stated
previously, the requirements for a whole building solution necessitate a simultaneous solution of
the entire model; this entails the application of a unified solution technique incorporating all the
solvers of the subsystem equation sets. The technique employed to link the various solution
methods into a simultaneous solution involves a process of iterative handshaking at coupled
variables. Examples of these coupled variables occur in all the equations derived in the previous

sections: zonal and plant equations contain flow terms, while the some flow properties are
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strongly linked to temperatures, e.g. buoyancy driven flow. The handshaking involves solving
the subsystem equation sets separatdly, based on assumed (i.e. previous time step) values of the
coupled variables and then iterating to a solution. Figure 2.10 shows the handshaking between

the zonal, fluid flow and plant solutions.

At each bui I.di ng tine step

!

1.Solve the fluid flow network
equation set using the previous tine
step’s plant and zonal temperatures

A

A

2.Solution of the zonal energy
equations with the solved flow and
assumed plant input to achieve
required control objectives

\ 4

_,I At each plant time step
re-calculated 3. Solve the plant equations, |
new value of possibly with further control Repeat 1-3
plant injection criteria applied to individual plant with the newly
components. calculated
temperatures.
A

Does the
plant injection differ from
that assumed in 2?

Do the solved zonal
and plant temperatures differ greatly
from those assumed

in1?

Figure 2.10 A building, plant and flow solution process as used in ESP-r (after Clarke[2])
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This solution process shown above has been described by its author as modular simultaneous,
and is discussed at more length in chapter 5.

2.4.1 Benefits of the Modular Approach and Application to Other Subsystems

One of the great benefits of the modular solution method is that it is extensible to other energy
related subsystems such as moisture flow networks [14], integrated CFD (see section 2.2.3), and,
more importantly for this project, electrical network modelling. Chapter 4 deals with how the
solution method is extended to encompass electrical energy flows.

The modular approach also allows flexibility in the simulation of the building. This allows the
modeller to decide on the number and combination of subsystems to use in a model. The greater
the number of subsystems, the greater the detail and complexity of the model. The modeller also
has a choice of focusing on one particular subsystem and modelling it in great detail, while other
areas are modelled in a more simplistic fashion. However, for atrue integrated approach to
modelling the building, it is desirable that all the important subsystems, such as zones, plant,
flow and power areincluded. This type of model will be shown later in the integrated models of
chapter 7.

2.4.2 Variable Frequency Processing

The various equation sets for the building model represent systems with very different time
constants: in the fabric of the building, temperatures change slowly over a period of hours, while
in the plant system temperatures and flow change rapidly, within minutes. A feature of the
modular solution process is the ability to vary the solution frequency of each equation s,
enabling the solution to capture the thermal dynamics of a particular system. The zonal energy
equations can be processed at hourly or sub hourly intervals, while the plant and flow equations
sets can be processed at a higher frequency, to suit their much smaller time constants. The means
of achieving this mixed frequency processing in ESP-r to solve the plant and flow equations n
times for each building time step. The advantage of this processis that plant and flow can be
rigorously simulated without adding to the computational overhead of solving the much larger
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number of building equations at an unnecessarily high frequency. Variable frequency processing
will be used in the simulation of the building’s electrical system. This is discussed in chapter 4.

2.5 Example Application of the Control Volume M odelling Technique

The following example demonstrates the use of the control volume techniques, outlined in this
chapter, in the modelling of a multi-zone building with a flow and plant network. This example
will be expanded in the next chapter to include the electrical network. Note that this is purely an
illustrative example of how the control volume technique is applied, no attempt is made to
explicitly formulate or solve the equation sets. For more exhaustive examples refer to Clarke [2].

The model consists of two thermal zones (an office and a factory area). A simple mechanical
ventilation system serves the office building and also heats the incoming air, the amount of
heating being controlled on the office air temperature. The building is modelled using two
thermal zones, a plant and flow network as shown in figure 2.11
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Figure 2.11 A two zone building model with an air flow and plant network.




The zones and the networks are discretised into a system of coupled control volumes. The nodal

representation of the building is shown in figure 2.12.
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Figure 2.12 The nodal representation of the zones and associated networks.
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A total of 120 nodes are required in the discretisation of this particular example. 18 equation sets
are extracted from the zones, representing 16 multi-layered constructions and two air/surface
node matrices. The form of the matrices derived for the zones will be similar to those examples
givenin section 2.3.1.

The derived plant matrix is of the form shown below, where an x indicates a non-zero entry.

future time step nodal temperatures

/

D( |:| wet;AtD
L 00° O xg
(X X X1 %HND 00
0 X X X oo O o0
i mixingbox & O O f
[ X X X X 9 0@ O S(E
H \ OO0 0 known and boundary
H X X hestingcoil U [ 0O x conditionterms
i X X E = B‘D/
O 00 O g
U X X 0O [ 0 0
U supply fan X X OO0 OQ0g
: 0E Do
X 0 0
0 extractfan — O s E
0 X x 0Ogl g 5B
D g e O
B x xgd @B
matrix of nodal self and cross-coupling
coefficients

Theform of the derived fluid flow matrix would be as shown over, again an x represents a non-
zero term in the Jacobian matrix.
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The sets of equations extracted from this model would be solved in the manner indicated in the
preceding sections, with climatic and occupancy data used as the boundary conditions. Solution
of the equation sets will give the transient nodal state variables (temperature and pressure) as
well as the energy and fluid flows, over the simulation period.

2.6 Summary

This chapter has demonstrated how the concept of the control volume can be applied in the
modelling of the various constituents of the building: fabric, fluid volumes, etc. Characteristic
equations were derived for each volume, which were based on basic energy or mass balance
equations. These were grouped according to their energy subsystem (plant, fluid flow, fabric,
etc.). A modular solution technique was applied, whereby each equation set was solved
simultaneously (by the an efficient method) with the other subsystem equation sets. This
solution gave the transient energy and flows occurring in the building.

A major attraction of the control volume techniqueis that it is flexible enough to be consistently
applied to all the constituents of the building model. According to Tang [7]:
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“... this technique has not only the ability to model complex boundary conditions, time-varying
parameters, multi-dimensional problems, but also has the potential of applying the methods of
modern control theory , leading to a higher level of nlodgand development.

In the next chapter the flexibility of the modelling techniques outlined in this chapter will be

demonstrated by their application to electrical networks.
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Chapter 3 - Modelling the Electrical Networ k

3. Introduction

In the previous chapter the concept of modelling the building using characteristic control
volumes was introduced. These were used to model the building fabric and associated networks
(plant, fluid flow etc.). However, one critical constituent of the building was not included: the
electrical energy subsystem. The ability to model this eement of the building is vital if
simulation tools are to be used in the design, evaluation and optimisation of the building-
integrated energy systems outlined in chapter 1.

This chapter sets out to devel op a means of modelling and simulating the eectrical energy
subsystem as a component of an integrated building model, which incorporates all the important
energy and mass transport phenomena: heat transfer and storagein the fabric, infiltration, air and
vapour flows, heat transfer and fluid flows in the plant system, heat gains from occupants and
lighting, moisture migration and storage and electrical energy flows.

Addition of eectrical energy flowsto the building model requires that the concept of the control
volume, as described in chapter 2, is extended to the modelling of the building’s electrical
system. As with plant, fluid and moisture flow, the power system is modelled as a network,
constructed from a coupled set of electrical control volumes.

However, before describing the principles behind the modelling of the electrical system, it is
important to understand its key characteristics and function.

3.1 A Brief Overview of the Electrical System

Any electrical power system has three main constituents: loads, sources and a distribution
system. The loads are the end-points of the power system, consuming the electrical energy
supplied by the sources, which are either local generators or points where the power system
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draws energy from alarger network such as the eectricity supply grid. Transmitting the
electrical energy between these two are the cables, transmission lines and transformers which
make up the distribution system.

Thinking in terms of a building, the main electrical loads would consist of eectric heaters, lights,

office equipment and the motors driving fans and pumps. Normally, a building will be powered

by a connection to the local grid, which can be considered as a source of electrical energy. When
considering building-integrated energy systems, the connection to the local electricity supply is
augmented or replaced by the building-integrated sources of power discussed in chapter 1:
facade-integrated photovoltaic arrays (PV) or small scale combined heat and power (CHP). The
cabling connecting the generators, local supply and the loads make up the building’s distribution

system.

The loads in a power system can be considered as the points of interaction between the thermal
and the electrical energy subsystems: electrical loads release heat into the building through the
degradation of the high grade electrical energy, also the electrically-powered motors in fans and
pumps circulate air and water throughout the building. In effect, the loads couple the thermal to
the electrical systems through the conversion of electrical to thermal energy, or by assisting in
the transport of thermal energy to the point of use.

In addition to interactions at the loads, the thermal and electrical energy subsystems can interact
at the points of energy production, e.g. a combined heat and power unit (CHP) will supply power
to the building’s electrical system, while at the same time providing hot water to the building
plant.

The modelling of the loads and sources that draw or provide electrical energy to this network is
the subject of chapter 5. This chapter is concerned with the modelling and solution of the
distribution system and its associated electrical energy flows.
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3.2 Developing a M odel of the Electrical System

Any model of a building’s electrical system must incorporate the fundamental characteristics
outlined in the previous paragraphs and also allow its simulation, in an integrated fashion, with
the rest of the building model. Towards this end, the same modelling techniques applied in
chapter 2 will be used here in the development of the electrical system model.

* The control volume principle will be extended to electrical systems, along with the
development of a corresponding characteristic equation.

* The concept of linking the control volumes to form a network, introduced in chapter 2, will
be used as the means of describing the electrical system.

* An equation set will be extracted from the control volumes for use in the solution of the

network.

* A solution technique will be introduced, suitable for integration into the modular
simultaneous solution process used by ESP-r.

3.2.1 The Control Volume Applied in an Electrical Context

The fundamental basis behind all the equations derived for the control volumes of chapter 2 was
the application of the laws of conservation of mass, energy and momentum. In the context of the
electrical energy subsystem, only one conservation law is relevant: the conservation of electrical
energy. This is achieved by the application of Kirchhoff's current law, which stipulates that the
sum of phasdrcurrents at any point in an electrical system is always zero. The application of

® The concept of the phasor is explained in section 3.4.1.
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this law in terms of a control volume™ is shown in figure 3.1 in which a fictitious boundary is

drawn around a point in an electrical system.

conductor

current 1
flow s ___—>1)

@ .I \ control volume

boundary

Figure 3.1 An dectrical control volume.

For the control volume shown in figure 3.1 the basic balance equation is as follows

iﬂ,j = 0. (3.2)

1=1

1% This chapter’s definition of the electrical control volume is intended to be as generic as possible: the
control volume modelling technique can be applied to both alternating current (a.c.) and direct current
(d.c.). The following examples illustrate the application to a.c. systems but section 3.4.3 details how it can
be applied to d.c. systems.



n is the number of current flows associated with nodei. |, ;is the phasor of the current (A)

flowing between the control volume nodei and some other connected node j. Note that the
current phasor is represented by a complex number of the form | = x +iy: the bar above thel

indicates a complex term.

Equation 3.1 can be further refined by classing each current associated with a control volume

into three categories [1]:

1. thecurrent which istransmitted to other nodes;

2. thecurrent which is absorbed by aload connected to the node;

3. thecurrent which isinjected into the node from a connected source.

Thereason for the distinction is that currents flowing to loads and from sources are assumed to
be external to the network, and can therefore be regarded as boundary conditions. In order to
achieve a solution for the equations derived in this section these boundary conditions must be
known; thisis discussed in section 3.3.1.

Equation 3.1 can therefore be re-written as

nT nG L

ria S Tgn =S Ty =0, (3.2)
a=1 =1 c=1
nT nG

I1ia isthesum of currents transmitted to other nodes, Z [gp isthesum of currents
=1

nL

injected into the node from a connected electrical energy source and — z [, isthesum of
c=1

currents absorbed by connected loads. Current flowing from the node is arbitrarily considered as
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negative; this is the same convention as used ESP-r with the thermal and fluid flow subsystems.
Referring to equation 3.1, the number of transmitted, injected and absorbed currents is the same
asthen currents associated with the node: nT+ nG + nL = n.

Equation 3.2 is the basic balance equation, derived by the application of Kirchhoff's current law,
for the electrical control volume.

3.2.2 Developing an Electrical Networ k

To illustrate the use of the electrical control volume in modelling an electrical system, consider
the following example; this consists of a series of electrical loads and sources connected by a
distribution system.

== junction of
conductors

@ | oad

@ gener at or

el ectrical
conduct or

Figure 3.2 A simple electrical system.
To develop an electrical network model, electrical control volumes (represented by nodes) are

placed at critical points in the system. The critical points are the junctions of the electrical
conductors, as shown in figure 3.2. The connections between the nodes and loads are represented
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by complex impedances (Q2), giving the network shown in figure 3.3. This network is an

equivalent circuit representation of the power system of figure 3.2.

i npedance
@ node

l source

| oad

Figure 3.3 The network representation of equation of a simple power system.

If the basic current balance equation 3.2 is applied to node a in the network the following
equation emerges.

tap *1Taetlca—ILa =0. (3.3)
Placing the boundary terms (loads and generated currents) on the right hand side gives

ap *17ae = lea tlLa- (3.4a)
Doing likewise for the other nodes in the network gives the following.

Ip +lp +lp =1 (3.3b)
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I, tln, = -lac tlie +lies (3.30)

T, +15, = Tig; (3.3d)

It +1p +1p +1¢ =1, (3.3¢)

3.2.3 Extracting the Equation Set

Equations 3.3a-e are the basic control volume current balance equations of the simple power
system of figure 3.2. Like the equations derived in chapter 2, they are based on the balance of a
flow variable such as heat flux, air or fluid flow. In this case the flow variable is el ectric current.
However, to solve the derived equations it will be necessary to convert them to theform seenin
all the characteristic equations of chapter 2 (e.g. equations 2.8, 2.13, 2.22 etc.). These equations
contain three types of variables: driving variables (e.g. temperature or pressure), resistance or
conductance (e.g. thermal resistance) and known boundary condition terms. The equations were
then solved for the driving variable: in an dectrical network this is the voltage.

Equations 3.3a-e already contain the boundary terms in the form of the generated and load
currents. However, they will require some manipulation to introduce voltage and resistance
terms. This is achieved using Ohm’s law to replace the transmitted currents:

vy,
o= (3.5)

] Zi,j

\Tiand\Tj are the voltages (V) at nodieand] respectively,Z, jIs the impedanceQ) of the

connection between them. T, term is derived from a small equivalent circuit model of a

line, cable or transformer which connects the two poiatglj. The formulation of these circuit
models is described in chapter 5.
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Substituting equation 3.5 into 3.4a gives an expression for the electrical energy balance at node a
in terms of a driving variable (the voltage), resistance (i.e. theimpedance) and the boundary

variables I, and I ,:

Va=V Va=Ve_ ;7 . (3.6)
Za,b Za,e

Rearranging the equation for V, gives

(Yap +Yae)Va = YauVh ~YaeVe = ~lga * I1a- (3.7)

Thesymbol Yisusedinplaceof 1/ Z , where Y istheinverse of impedance, termed the

admittance (Q™).

Similar equations can be derived for all the other nodes in the network:

~YaoVa * (Yab * Yo * Yoe)Vo = Yo Ve = YoeVe = I (3.6b)
~YoVo + (Yoc + Yea + Yee)Ve = YoaVa ~YeeVe = —lge + e + i (3.6¢)
~YeaVa + (Ve +YaelVg —YaoVe = ILei (3.6d)
~VYaeVa = YooV ~ YeoVe ~YaeVa + (Yae + Yo + Yoo + Ya,e)Ve = Ie- (3.6¢)

The equations are now in a form similar to those devel oped in chapter 2: defined in terms of a

driving variable (V, ), conductance (Y ;) and boundary condition variables I s and I, .
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The general form of equations 3.6a-eis

0
,yEVx -

Yx
1

w
Yo My == e +5 100, 3.8
1 oY tzl G vzl L (38)

[
LCIN
SIM~

where zis the number of nodes in the network, u is the number of coupled electrical sources and
w is the number of coupled loads.

Hence, from the simple current balance associated with each eectrical control volume, a set of
characteristic equations have been derived in terms of voltage, impedance (admittance) and
current flow. The equation set is linear and can be solved by direct methods for the set of

complex nodal voltages V :

=
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3.2.4 Translation to Power Flow

While the derived set of equations offer a suitable means of determining the nodal voltages of
the network shown in figure 3.2, their solution is only achievable if the boundary conditions (the
electrical energy which isinjected and drawn from the network) are defined in terms of current.
However, inthefield of energy simulation, loads are typically defined in terms of a power
demand (W or VA). Similarly, the output of eectrical sources would also be defined in terms of
power. It is therefore more appropriate to define the electrical network boundary conditionsin
terms of power flow. Fortunatdy, the characteristic equations 3.6a-e are easily modified to
enablethisis explained below.

Consider again the basic control volume current balance for nodei (equation 3.2):
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Now a complex (or apparent) power can be expressed in terms of voltage and current by the
following equation

S=VI', (3.9)

where Sisthe complex power (VA) and 1" ™ is the conjugate (a-ib) of the complex current.

Taking the conjugate of equation 3.2 and multiplying by the nodal voltage V; gives

I

__[nT _ nG _ nL _
Vian Iria*t Ylei = 3 luing =0, (3.10)
=1 b=1 c=1
which can be re-arranged to
nT nG n.
Vil’ip+ ZViI’iq—ZVi L =0. (3.11)
p=1 ’ q=1 r=1
Hence, substituting equation (3.9):
nT _ nG _ nL _
> STi,p + Y Sgie — Y S =0. (312
p=1 g=1 r=1

" In all the following equations A’ indicates the complex conjugate of A .
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nT nG
z S, isthe complex power transmitted between the nodei and connected nodes, z S is
p=1 g=1

nL
the complex power injected at nodei and z S, isthe complex power drawn from the node by
r=1

aload.

Further, complex power can be decomposed into its real and imaginary parts such that
S=P+iQ, (3.13)

where P isthereal power part (W) and Q istheimaginary power part (VAR). Splitting
equation 3.12 into real and imaginary parts gives

nT nG nL

> Prip* Y PFsie — 3Ry =03 (3.14a)
p=1 g=1 r=1

and

nT nG nL

Y Qrip* ¥ Qg = Y Qi =0. (3.14b)
p=1 g=1 r=1

The subscripts have the same meaning as before.

Hence, from the current balance equation 3.2, three power balance equations have been derived:
one each for complex, real and reactive power.

Returning to the network of figure 3.3, its characteristic equations can be re-written with the
boundary variables expressed in terms of complex power. Consider again the current balance
equation for node a,
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ITa,b + ITa,e :_IGa + ILa-

Taking its conjugate and multiplying by the nodal voltage:
Valltap +I1ae) =Val-lTga +114)" - (3.15)

Using Ohm’s law the transmitted currents can be expressed in terms of nodal voltages and

impedance (see equation 3.5).

1

\7 Va - D:v —lga t1La) - (3.16)
Z, % a

a
Zab

B

Writing the right-hand-side of the equation in terms of power flow and replacing the impedance

terms with admittance gives
Ve Voo + (Vi -VolYa) = -5, S, (3.17)
Re-arranging the equation fof :

Vv, +vve W -y, +vv W = -§,, + S, (3.18a)

This is the basic form of the power balance at reodéhe left hand side of the equation

represents the power transmitted to connected nodes in terms of the voltage and impedance
(admittance). The right hand side of the equation contains the boundary terms expressed as
complex power flows. Note that as a result of the conversion from current flow to power flow

the balance equation is now non-linear and will have to be solved iteratively. This is discussed in

section 3.3.

Equations of a similar form can be derived for all the other nodes in the network:
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(VAASESVA AR VAAN AR VAANERVAARER VAR VAP (3.18b)
V¥eo + V¥, + VY WV - Ve + ViV, + VYW, = =55, + 5.1+ 5.7 (3180)
Viave +Vi¥y Wy - Y2y + V% + W4 = Sy (3.180)
AR AARRAAANRAVA A AR VA AR ATAASRAA AR A S AE Y

(3.18¢)

e

The general form of the power balance equation at any nodei can be written as
n H H X %7 y _ z _
Y = - T+ 5yS ", (3.19)
%Dz: B3 T ¥ S s S 3,

wheren is the number of nodes in the network, y is the number of connected sources and zis the
number of connected |oads.

Equation 3.19 can be simplified by adding the bracketed summation terms on the |eft-hand-side
of the equation such that

%Z v, _i,p% =-3 S +y S (3.20)

Y, isthe short circuit driving port admittance of nodei and Y, ,is atransfer admittance between

nodei and some nodep [2].
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Equation 3.20 is the basic power balance equation for any node in an electrical network. Notice
its similarity with the fluid flow equations of section 2.3.4 in that it is a non-linear equation
expressed in terms of a driving variable V. The electrical network equation set consists of the
variants of equation 3.20 derived for each node.

3.3 Solution of the Equation Set

Aswith thefluid flow equations, a Newton-Raphson iterative technique is employed, which

solves for the voltages at each node. Once the nodal voltages are solved all other network

unknowns (such as current and transmitted power) can be derived. The solution of the electrical

network equation set, using the Newton-Raphson technique and power terms as boundary

conditions, is described as a ‘load flow solution’ by Stagg and El-Abiad [2]. Gross [1] describes
the same solution technique but using a compact polar notation; this is adopted in the description
which follows.

The first step in the solution process requires that the general nodal equation 3.20 is split into its
real and reactive parts. To achieve this, the complex variables on the left-hand side of the

equation are expressed in polar form, e.gMor

V =V(cos@+isinb), (3.21a)
and
V' =V(cosf-ising). (3.21b)
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where V is the modulus of V and @is its argument. Applying De Moivre’s theor&requation

3.20 can be decomposed into the following real and imaginary components.

n y z

2ViVp Y088 -6, —ai ) =—2 Psa +2 P, (3.22a)
p=1 g=1 r=1

and for the imaginary terms (dividing throughily

z

n y
2MVpYipSin( =6, ~0ip) == Qga +2 Q- (3.22b)
p=1 g=1 ' r=1

In the previous equationg =V, (cos6, +ising,),V, =V, (cosd, -ising,) and

Y, =Y, (cosa; , —isina; ). Also, Sg; = Pg; +iQg;, andS; = P; +iQy;.

With equation 3.20 now split into real and reactive components each imoaie electrical
network has two non-linear characteristic equations: one describing the real power balance, the
other describing the reactive power balance. There are also two unkivpamsd. Hence, am

node electrical network would create i2on-linear characteristic equations muhknowns.

The Newton-Raphson solution method used with the fluid flow network is now applied in the
solution of the electrical network. Recall that the basis for the fluid flow solution was a Taylor’s

series expansion of a functioiR(x, X, ..., X;,... X,) = 0about some known set of valués

where x* = (x,X,,...,X,)*. In the case of the fluid flow equations, the function described the

12 De Moivre’s theorem (from [3]):

(cosé, +isin6,)(cos6, +isiné,)...(cos6, +isin6,) =cos(6, +6, +...+6,)+isin(6, +6,...6,)
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flow balance equation at each nodei in the network and the function unknowns were the nodal
pressures differences Ap;;. Two functions of a similar form can be derived at each nodei in the
eectrical network; thisis achieved by re-arranging equations 3.21a and 3.21b, and moving the
known terms to the | eft-hand side as follows.

n y z

pZZIViVp YspcCos(d -6, —a;,)+ qzl Pqu —rz:l PLi, =0 (3.239)
and

n . y z

zlvivp Y, Snl -6, -a;,)+ lequ —leLi, =0. (3.23b)
p= q= r=

These two equations can be characterised by the functions which follow.

Thereal power balance:

fi (Vi Voo Vi) ooV 61,69, 61y 6,) = O, (3.249)

and the reactive power balance equation:

9 V3, Vo, oo Vi oo Vo 6y, 6y 6y 6,) = 0 (3.24b)

In the following equations these functions will be abbreviated to fi(V,8) and gi(V, ), where
V=(V1,V,,...,.\y) and 6=(6,,6,,...,8,). Note that the function for the fluid flow equations involved
only onetype of variable (the nodal pressures P,), while both the electrical power balance
equations are functions with two types of variables: V; and 8. Taylor’s series can be extended to
deal with this. Consider the expansion for the funckidhé) for an unknown set of valu&&**

and & about the known set of valug§and&-.
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2
1 2 n-1 n

3 k k 3 k k 3 k k 3 k k
SOV L0 fiN3'9 )AVi3+—d fi(\/3'9 )AVi3+...+—d fi(\/g'g )AVi3+—d fi(Vg'g )AVi3+...
1 2 n-1 n

k k k k k k k k
VO pg (A O pp o AV Oy (VLG
96, 96, 9., 96,

2 k k 2 k k 2 k k 2 k k
SOV g OV g PG e O7HNVNEY

962 96?2 962, 967

3 k k 3 k k 3 k k 3 k k
LIV p s, 9 RVE )A9i3+...+d fi(v',6 )Avi3+d fi(v',6 )Avi3+...
967 96?2 96° 96°

(3.25)

Re-arranging and truncating all terms of second order and above, the following expression

emerges:

fi(\/k+l,0k+l) _ fi(\/k,gk) —

k ak k pk k gk k gk
W), AV, AN A 020
E Wl Wg Wn—l Wn

k k k k k k k k
e S N T A W A A O B A T 1
5 06, 26, 2, , 26,
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Applying the same technique to all the nodes in a network gives the following equation set for

thereal power flow f(V,6) function at each node.

fl(v k+l, 6k+l) _ fl(\/klgk)

A,V 60, dV 6,

AV AR

[AV;
B

B N, Ny N,
k k k k k k k k
0 W X VA WA A Al W A Ao e
5 06, 96, 96, 96,

fz(\/k+l,9k+l) _ fz(\/k,gk)

(V64 , A6,

k k k k
PV BN PV )EAV

EAYp
g

:5 Wl Wz Wn—l Wn ;
k k k k k k k k
+§5f2(\/ 7)) [ HVET) F (VO KO )EAHZ;
5 o8, 28, 56 %, ¢

fn(\/k+l,6k+l)_ ank,Hk)

k k k k k k k k
L0, A0V AV AVE69D
5 M N, N,y N, g
k k k k k k k k
LAV AV, AN, A0,

5 o6, 28, 26, 6,
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An equation set of exactly the same form can be extracted for the reactive power flow function
gV, 0); the general form of which, for any nodei is

gi (\/k+l, 0k+l) _ gi (Vk,gk)

DY | avte | e, a9

27
5w, N, Mo, N, (327
k k k k k k k k
B B At W NV W A A=
5 o, 70, 50 36,

As with the expression for real power flow, this equation is applicableto all n nodesin a
network.

Grouping the equations together in matrix form gives the following general expression for ann
node network.

k pk k pk k pk k pk

e A e AT
A6 £ 0 " L O
1 = VK8 a vKeY) a vk e dfn(\/k,ek)Dmvlg
%f (AN )E lil Wl . %, o"@n EEAVZE( .
gxglw 0 )D Doy (V< ,6%)  anvheY) dy(vheN) a6 )D%M
@kgn(\/ 6 )E B 0\:/1 Wn d?1 ﬂ?n D@wzﬂ
Eﬁgn(\/kﬂk) a6 @, (vEE) Wk, 6 )D
1M Ny 26, %, E

In equation 3.28 Af,(\V¥, 6) represents Afi(V* !, 6 - Af, (V< 6) and likewise Agi(V, 6) represents
Agi(VE 6 - Agi(VF, €. The matrix on the | eft-hand side of equation 3.28 can be simplified as
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the solution of the equation set requires that f;(V"*,6%) = 0and gi(V***,6**) = 0 for all nodes
inthe system. Thetermsin the |eft-hand matrix therefore reduce to -Af; (V¢ 6 and -Ag; (V< 6.

Dd klek
S ALV

A (VK.0%) & (vK.6%)

o f,vk,6490 B

£ Dmmv'e).:

0

0 M

N

n

& (VK05 & (vEeN)

7 V4,690 O A N, o
0 0=1 Kk pk k pk Kk pk k pk g, U
L g, vk,640 Cog (V©,60%)  dgq(V*,0%) dgy (vV©,0%) A (v.eT) 10
e e T, %y tho, .
SERVANDN: a0 L T L

R NVANA ) A(V.E) B (vVET) (Ve )E

]

o M MNn %, O

(3.29)

Equation 3.29 can be condensed to the following form
(ReO_Waiv Jaie UAVO (3.30)

E?Q B_ %Jag/w Jag100 BE{WE'

R, represents the column matrix of real power residuals (equivalent to the mass flow residuals in

afluid flow simulation), Rq represents the column matrix of reactive power residuals:

E’ A e)m
o«
Ry =0 <V >DRQ
0
& faV

A )E

O k g«\O
= g, (V" )D
Ergz(V 6~ )D

=
Ergn(\/ X,6)8

AV and A@are column matrices representing the difference in the modulus and arguments,
respectively, of the known variable set (V¥,&)and the unknown variable set (V*, &%)

(equivalent to the pressure correction vector in afluid flow simulation):



AV, 0 (N6, [
0 0
AV = ng 6 = %wzﬂ

0: SA To: O
AV,0 60

In equation 3.30 the Jacobian matrix contains four terms which represent four groups, or sub-
matrices of partial derivatives present withinin it:

3. = div.6) 3, _ dfi(v,6) _ ogi(V,6) - 09iV.6) o

J, = J. =
N a 0 % N Ll 0

i ..n
N a0 78

The coefficients of these groups comprise of eight basic forms: the diagonal terms of each group

ofi(V,6) ofi(V,6) 09i(V.6) ogi(V,€)
: : "= 2

and the off-diagonal terms

EY 6, N, 28,
(V. 6) ,Ofi(v’é) , 99i (V. 6) , Ogi(v’é)j =1...n,j # i.Theseformsarecreated from
oV, 0 oV, 0

j
the partial derivatives of equation 3.23a and 3.23b calculated with a known set of nodal voltages

J J J

V¥, They are defined as follows [1].

. n
i =1
) n
0T|(V19) :_zvivj Yi,j COS(9| _9] _ai,j)j Zi (331b)
OQiOS\\//'é) =-Vi Y sn(ay) + ivi Y jsn(6 -6, -a;;); (3.31c)
i =1
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dgof\g’ 9 - zvv Yi cosf -6, —a; )] #i; (3:310)

o (V, 6) =V, Y cosf -6, —a; )] % (3.31¢)
N, ’
96, ’

og; (V,6) =V, Y, Sn6 -6, —a; )] #i; (3.31g)
N, ’

J

Equation 3.30 forms the basis for the iterative solution of the network characteristic equations.
Solution of this equation, for the known set of nodal voltages (¥, &) by LU decomposition (see
section 2.3.4) gives the voltage modulus and argument correction factors. These are added to the

known voltages to give the voltage values for the next iteration:

VASEIE NjkD (AvVQO

%9"*1 o= %36@' (3.32)

As equation 3.32 converges on a solution for the nodal voltages, the column matrix of nodal real
and reactive power flow residual terms (Re* and R*) will tend towards zero. An ideal solution

would give areal and reactive power balance at each node:

y z
=-fiM V..V, IVpYSpCOS(H 9 "’p)J’ZPGﬂ _ZPL-' =0
o=1 r=1
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and

r=1

n y z
Ry =-6M.Vs,...V,.8,6,....,6) = —Z\/ivp Y., Sn@-6,-a; )+ ZQqu —z Qu =0.
p=1 g=1

Conseguently, as the solution is approached, the corrections applied to the modulus and
arguments of the nodal voltage corrections will also tend towards zero. An approximate solution
for the eectrical network voltages is obtained if theiterative process is halted when these
corrections fall below some user defined convergence value (i.e. AV;<0.0001V* and
AB<0.00014% i=1...n).

Once the approximate solutions are obtained/fandg at each node the complex nodal

voltages can be obtained by substituting these values into equation 3.21a

Summarising: the solution method described here will solve the nodal voltages in an electrical
network, which comprises of a coupled set of electrical control volumes. Solution of the power
flows in the network requires that two non-linear balance equations are derived for each control
volume; these are solved simultaneously using a Newton-Raphson iterative technique. This
solution method is the same as that applied within ESP-r to the fluid flow network

It is possible to derive all the other network flow terms: transmitted current and transmitted
power, using the solved voltages and the known impedance characteristics of the network.
Recall that the current flowing between two control volurhasdj, was given by equation 3.5

_ V. -V,
.= !
Wz
I,]

The complex power flowing between the same two volumes is given by the application of

equation 3.9:



§|,j :Vi(l_i,j)' :ViE\/Z_—VjE. (3.33)
i

3.3.1 Requirements for the Networ k Solution

The basic power balance equations for an the electrical control volumes (3.23a and 3.23b)
contain terms relating to the complex nodal voltage, the impedance characteristics of the
connections between the nodes and also to the power injected into and drawn from the node by
loads and sources respectively. Solution of the equation set dictates that, with 2n network
equations, there can be a maximum of 2n unknowns. The previous section showed how the
network can be solved with the complex voltage argument V, and modulus &, as the unknowns.
It therefore follows that the other variables in the power flow equations: the impedance
characteristics of the network connections and the power drawn from and injected into each
node, must be known quantities.

The impedance characteristics of the network are in fact those of the components that connect
the various control volumes together. In atypical building these components would be the lines,
cables and transformers that make up the distribution system; the modelling of these network
constituents, and the derivation of their impedance characteristics is dealt with in chapter 5.

Thereal and reactive power flow boundary conditions (the power drawn from and injected into
each node in the network) are the major linkage points between the thermal model, described in
chapter 2, and the el ectrical network model. It is the task of the thermal dement of the building
model to provide this power flow information (e.g. eectric lighting loads, fan and pump power
consumption, electric heating loads, photovoltaic array output, €tc.). In order for the building
model to provide this array of information a process of integration and model devel opment must
be undertaken; thisis described in chapters 4 and 5 respectively.

Thefinal pre-requisite for solution of the electrical network is that at least one of the nodal
voltages in the network is known: this value acts asareferencefor the iterative solution. If no
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nodal voltage were known, then an infinite number of network voltage states would satisfy the
requirements of a network solution. This situation happens because the nodal power flows are
driven by avoltage difference. Hence, as long as the nodal voltage differences are the same, any
number of permutations of nodal voltage values would satisfy the requirements for real and
reactive power balance at each node. The use of a known value ensures that only one set of

nodal voltages gives the correct solution. The known value in the network is usually taken as the
point where the main power source connects to the network. That power source can either bea
generator or the connection to the local supply grid. The node connected to the power source
will then take the voltage of the supplying generator or the connected grid. Note that the known
voltage value need not be constant, but can change throughout the simulation (but not during the
iterative solution). This opens up the possibility for voltage time series data (i.e. real grid voltage
data) to be used as a boundary condition for the network solution.

The starting point for the iterative solution process is some initial set of voltages V*. These can
be provided through a guess, or more conveniently, the set of voltages from a previously solved

system state, which in the context of a building simulation can be the network voltages that were
calculated at the previous time step.

3.4 Application to Typical Building Electrical Systems

The previous sections have detailed a generic means of describing and solving an electrical
system. However, to be useful, this solution method must be flexible enough to be applied to the
types of systems found in buildings, these are: three-phase a.c., single-phase a.c. and d.c.
systems. The network approach to modelling the electrical system relies on it being modelled as
an equivalent circuit, with the circuit state variables described as phasor quantities. Hence, to
model any particular dectrical system it is necessary to represent it in that particular form. How
thisis donefor the three system types mentioned above is outlined in the following sections.
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3.4.1 Alternating Current and Phasor System Variables

The most common type of power system found in buildings involve alternating current (a.c.),
where both the supplied current and voltage vary sinusoidally with time, with an angular
frequency of wradians per second. Under normal operating conditions the frequency is steady

and these two quantities can be characterised by the general equation:

a(t) = A cos(at + @) (3.39)

Where a(t) is the sinusoidally varying quantity, A isits amplitude, wisits angular frequency

(radians/s)and ¢ is the phase angle (radians) in relation to the time domain.

Real and reactive power, which are both derived from voltage and current terms, must therefore
also vary sinusoidally. So, for the a.c. power system, all the voltage and power-related quantities
used in the various balance equations of sections 3.2.2-3.2.4 can be characterised by this type of
function. However, the method of solution outlined in the previous section described the system
state variables as phasor quantities. This was done because at solution frequencies of
considerably longer than the time period of the sinusoidal oscillation (=0.02s) the sub-second
fluctuations of voltage and current become unimportant. The solution frequency in energy
simulations usually ranges from hourly to sub-minutely calculations. Hence, in this caseit is
acceptable to use the phasor value for the electrical system state variables: a phasor being an
entity that captures the time-averaged characteristics of a sinusoidally varying function and is
derived as follows.

Equation 3.34 can bere-written in the form:

a(t) = A(Refcos(wt + @) +isin(at + @)]) .

Applying De Moivre’s theorem and separating the time varying components gives

a(t) = A(Re[(cosat +isinat)(cosg +ising)]). (3.35)
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If a(t) is analysed at a period longer than 277 cw (the time period of the sinusoidal oscillation) then

the phasor value A is a more appropriate measure of the oscillating quantity. This requires that
the time varying component of a(t) is replaced with its root mean squared (r.m.s.) value (from

[4]):

0 t=T e 2 DUZ

A | Re[cosat + isinat] o = A (3.36)
B t=o0 T B V2

The phasor valueis defined as:

A= %(cosq) +ising) = A(cosg +ising). (3.37)

The phasor contains the vital information of the sinusoidal function: the magnitude and the
relation to the time domain (the phase angle). Provided the system frequency is known, the
original sinusoidal function can be reconstructed from the phasor value:

a(t) = V2 Re[(A)(cosat +i sin at)]. (3.39)

However, this reverse transformation is not required for the purposes of an energy simulation as
the phasor quantity contains all the information necessary for the calculation of the system

power flows.

3.4.2 Three Phase and Single Phase a.c. Systems

The power supplied to buildingsis normally provided by three separate conductors, which
supply three separate phases of power. A fourth, grounded conductor, the neutral, actsasareturn
path for the three-phase currents and as the reference for the other conductor voltages. Note that
in the analysis that follows the neutral conductor is not considered, the reasons for this are
explained in chapter 5, when the component models of the conductors (the connections between
the control volumes) are derived.
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In the three conductors, the phase of power is determined by the relationship between the
sinusoidal variation of the voltage and current with the time domain; thisis represented by the
phase angle ¢. In three-phase systems the sinusoidal variations of both current and voltage
between each conductor are separated by 2773 radians, or 120°% the phasor representations of

these voltages and currents are as follows.

Conductor 1:
V, =V,(cosa, +isna,); (3.39a)
I, = l,(cos B, +isin B)); (3.390)
conductor 2:
V, =V,(cos(a, + 3/ 2) +isin(a, + 311/ 2)); (3.40a)
[ =1,(cos(3, + 3/ 2) +i sin(B, + 31/ 2)); (3.40b)

finally, for conductor 3:

V, =V, (cos(a; — 3t/ 2) +isin(a, -3/ 2)); (3.41a)

[, = 1(cos(B; - 37t/ 2) +isin(B, - 37/ 2)). (3.41b)

The three-phase power flow is given by
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o /1! VAL /7 1!
S3—ph _Vl 1 +V2 2 +V3 3

=V,l,(cosa, +isina,)(cos B, —isin B))

(3.42)
+V,l,(cos(a, + 3/ 2) +isin(a, + 3t/ 2))(cos(B, + 3/ 2) —isin(B, + 3/ 2))
+V;l5(cos(a; — 3/ 2) +isin(ay — 3t/ 2))(cos(B; — 3t/ 2) —isin(B; — 3l 2)).
Applying de Moivre’s theorem gives
§3—ph =V,ly[cos(a, - B;) +isin(a, - B))]
+V,ly[cos(a, - B,) +isin(a, - f5,)] (3.43)

+Vsl5[cos(as — ) +isin(az = Bs)].

Note that the three-phase power is a function of the voltage and current magnitudes and the
phase angle between them. Thi#23phase differences disappear from the expression.

3.4.2.1 A Comprehensive Three-phase Analysis

The most direct means of analysis of a three-phase system involves the explicit representation of
each in a comprehensive network model. This task is made easier by the fact that three-phase
distribution systems are generally symmetrical, with each point in the network linked by three-
phase conductors, or three, separate single phase conductors. Note, three-phase conductors are
individual conductors which share a common path (e.g. encapsulated in a single cable) and share
a common neutral. The close proximity of the phase conductors creates electromagnetic (mutual)
couplings between them, this is explored further in chapter 5, and complicates the analysis of the
three-phase system. Separate single-phase conductors are generally not mutually coupled. Both
the three-phase and single-phase conductors are shown in figure 3.4. It should be noted that the
mutual couplings are the only interactions between the phases, which are essentially three

separate, symmetrical, circuits.
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Given the inherent symmetry of the three-phase system, and the need to treat the power flows in
each phase independently, it is convenient to adapt the nodal schema to suit the nature of the
network. Recall that in the previous analyses a node was placed at each point in the system, this
can be extended to the three-phase case by placing a three-node array at each point of interest in
the system (e.g. conductor junctions), where each node relates to a phase. Considering a pointi
in a network, the corresponding three-node array would bei,, i, and is; the subscript denotes the
phase of the node. Given the fact that each phaseis a separate circuit, a node can only connect to
another nodein the network if it shares the same subscript (i.e. phase) and consequently, the
subscript notation must remain consistent throughout the network. Thisis shown in figure 3.4.

_ 3 x 1 single-phase
mut ual coupl i ngs conductors (not
bet ween conduct ors nut ual | y coupl ed)
source
a, €, \I/
(= ( Hé——
82\/ 2
an O
®; O+—
a three-
phase
t hr ee- | L conduct or
phase T
nodal
triplet OO0 d,jd,|d,
b, b,| b,
X, Y, irﬁﬁ
—_{}= 0 Z ., O fii
1]

Figure 3.4 A comprehensive three-phase network modd.

All the equations derived previously can be applied in the analysis of the comprehensive three-
phase network. However, each point will have six energy balance equations (two for each node);
it is therefore convenient to express these equations in matrix form. Consider the characteristic
energy balances derived previously: in a comprehensive three-phase network their form would
be as follows.
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s v, v, , cost6, -6 245 P25 P20 3.443
pzzl ivVp i,pcos(i_ p_ai,p) qzl & z R (3.449)

r=1

wheren is the number of three-phase conductors connected to nodei, y is the number of
connected sources and z is the number of connected loads.

The bracketed e ements of equation 3.44a can be split into two groups: those in which i = p and
thosein whichi # p. These are defined as follows.

Vv, Y., cost@, -6, - a; )}Z =

(3.44b)
g/ilvplYil,pl cos(,p, ) 0 0 =

] 0 \/izvsziZ’pz COS(WZ’F’Z) 0 B) - i'

H 0 0 ViV, Yip, COS(4, p, )

where g o =6, -6, —ai p;
and

Mv,Yi, coste -6, - a )} =

(3.440)

%’ilvplYippl cos(@,,p,) 0 0 E

0 0 ViszzYiz,pz cos(q;z,pz) 0 P #I

H 0 0 Vi,Ve, Vi, p, COS(%A%)H
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When a three-phase conductor connects the pointsi and p, whose conductors are mutually

coupled, the dements of the bracketed term of equation 3.44a change to the following.

Vv, Y., cos6 -6, -a; )] =

%’ilvplYippl cos(@,p) ViV, Ym, , CON4, p,m, ViV, Ym, , COA, p,m, )E
Vi Vo, Ym, €O, p.m, WViVp,Yi,p, COS@, )  ViVpYm, €OS@, pm, )0

U
Vo, Ym,  COS@ pm, IViVpYm, COS@,p,m, ViVpYi, p, coS(@,p,) H
p=i.

(3.44d)

Where g |, LT 6 -6, -a,, ad Y, X is the mutual coupling between phases x and

y of the conductors linking points a and b. Note how the effect of the mutual couplingsisto

introduce off-diagonal terms into the matrix, which act to couple together the equation set of the
three-node array.

Theelementswhere p#i aregiven by

Mve v, , cost -6, - a )] =

YiVoYip 0084 p)  ViVp,Ym, , COS@, b, m, M Vp,Ym, , COS@, o, )7 (3.44¢)
Vi Vp, Y, €04 p.m, M\Vp,Yi,p, €04, p,)  ViVpYm, oS4 om, ) E
Ve, Ym,  COS(@ p.m, IViVpYm, €OS(@, 5 m, IViVp,Yip, cos@,p,) B

pZi.

n
Inall the preceding equations Y; ; = %Y, ; andY; ; ==Y ; .Similarly
J=1
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Expressions for both the admittance terms of the form (Y, ,, ) and mutual admittance terms

(mey ) are given in chapter 5, when the three-phase conductor is discussed.

The equation set for the three-node array’s reactive power balance is of a similar form:

n y z
2 [\/in Yi,psSn@ -6, - ai,p)]m 3 leqs 2 12r3 =0 (3.44f)
p=1 q=1 G r=1 i

The overall iterative equation for the solution of the three-phase equation set would be derived in
exactly the same way as described previously, though reflecting the triplicate nature of the three-
phase network model, this is shown over.
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3.4.2.2 The Per-Phase Approach

Fortunatdy, the nature of three-phase systems often makes the complication of a comprehensive
model unnecessary as, in many cases, they operate in a balanced state. In this state the currents,
voltages and impedances in the each phase are of equal magnitudes, while the phase angle (a -
) between voltage and current is the same in all three phases. In balanced conditions equation

3.43 can bere-written as

Ss-pn = 3VI[cos(a - ) +isin(a - B)], (3.45)

where VI = V]_ll: V2|2: V3|3 and (a' @ = (a]_' ﬁl) = (az' ﬁz) = (ag' ﬁ_g)

Equation 3.45 gives an important result: in a balanced state, the equations for power flow in each
phase areidentical. It is therefore possible to solve for only one phase of the system and apply

the results to the other two, i.e. only one node needs to be used at each point of interest.

Equations 3.23a and 3.23b could therefore be used to characterise the energy balance at each

node. The balanced power flow boundary conditions can be scaled from three to the single phase

using asimple division by 3. As only one equivalent circuit of the balanced system is required,

the complexity of the network is greatly reduced. This means of analysis is termed ‘per-phase
analysis’.

However, where the three-phase system is not balanced, e.g. where one phase is heavily loaded,
the need for a comprehensive model is unavoidable.

3.4.2.3 Single Phase Systems

Smaller buildings will usually draw power from only one phase of a power supply, where the
power is supplied by only one conductor. In this case, as with the per-phase case, only one node
needs to be used at each point of interest in the system, and equations 3.23a and 3.23b would
characterise the energy balance at each node.
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3.4.2.4 Mixed Systems

Onefinal type of system which may be analysed is a mixed system: where small single phase
sub-networks draw power from a core three-phase network as shown in figure 3.5. The means of
analysing this type of network is to deploy three-node arrays in the core three-phase system and
single nodes in the single-phase areas of the network. It is useful to maintain the subscript
notation in the single-phase areas of the network, as this indicates from which of the phases the
single-phase conductors draw their power. Equations 3.23a and 3.23b would characterise the
power balances at the single-phase nodes of the network, while equations 3.44a and 3.44b would
be used to characterise the equation sets for the three-node arrays of the three-phase system.
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Figure 3.5 A mixed network.

3.4.2.5 Per-Unit Analysis

Onefinal technique used in the analysis of a.c. systemsis the conversion of the system phasors
to per-unit quantities (described in[1]). Thisis done purely as a convenience and, as will be seen
in chapter 5, simplifies the modelling of the power system when transformers are included in the
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network. The basis of conversion to per-unit is to chose two base magnitudes of system state
variables: usually voltage V and apparent power S. Division of these state variables by the
corresponding base value will givethe per unit quantity. The base value for voltage is chosen so
that the resulting per unit valueis close to unity. So for a 220V power system, the base value

chosen would be 220. At any particular node, wherethe voltageis V =V (cos@ +isné) , the per

unit voltage is given by

V., = VL(cose +ising). (3.46)

base

The per-unit base values for impedance, admittance, real and reactive power can be easily
derived from the two original base values. Note that the per-unit parameters behave in exactly
the same way as the originals. Hence all basic circuit theories and equations also hold for per
unit parameters.

The other per unit values which are used with the power system are derived as follows.

Shese
I = , 3.47
base Vbase ( )
V,
Zipse = 2%, (3.48)
Ibase
1
Yoose = : (3.49)
Zbase

3.4.3d.c. Systems

The key difference between a.c. and d.c. systemsis that the circuit state variables do not vary
sinusoidally. Hence, it is not necessary to tranglate the state variables to phasor form; they can be
represented by time averaged, real number values. Also not required in the d.c. circuit analysis

are any properties relating to reactive power flow. Hence all the imaginary components of the
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state variables can be dispensed with. Considering the basic power balance equations 3.23a and
3.23b applied in ad.c. system analysis. Equation 3.23b is not relevant and equation 3.23a can be

written as

n y z

ZV‘VP Ci’p + Z Pqu —Z PLir =0. (3.50)
p=1 q=1 r=1

V; represents a d.c. voltage at some nodei in the system, while V,, is the d.c. voltage of the
connected node p. Ci, is a conductance between nodes i and p (Q™): the conductanceis the
inverse of this connection’s resistan€g.(The conductance terms of equation 3.50 are

constructed in the same way as the admittance terms of equations 3.23a and 3.23b:

C,= ZC"F’ andC; , =-C

p=1

(3.51)

i,p-

Finally, Ps is a real power flow injected into the node from a source, Whika real power
flow drawn from the node by a load. Note that all the variables of the non-linear equations are

now real numbers.

Turning to the solution of the d.c. power flow network, the problem has now reduced from 2n
equations in & unknowns, for the a.c. case,equations of typ&Vi,V,,...\,) in n unknowns.

The unknowns are the d.c. voltage at each node. Hence, for a system of n nodes, the following

set of equations would emerge.

fl(VllVZ"“'Vn)

f2(V1,V2,...,Vn)

fo(Vi,Va,..., Vi)
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Application of Taylor's series about a known set of network d.c. voltdgeas was done in the
a.c. solution, would eventually lead to the following equation:

0 k k0O
a&

Lr,vd 5§ M Ny v, D
0= ol B 2[] (3.52)
0 ogoc k0 O
3£, 8 V) av) E@W 0
H H n[]

U Wl N 1l

O n g
Equation 3.52 can be re-written as

«1 O
[Rp ]=[4Jd av]. (3.53)
B

Rp" represents a column matrix of real power residuals; these are determined from the application

of equation 3.23a at each node in the netwdrk.is the matrix of partial differentials, whilv
N

are the corrections to apply to the d.c. voltage at each node to obtain the value athtetation
these are obtained by solution of equation 3.52 LU decomposition.

The voltages for the next iteration of the d.c. network solution are therefore given by
[vk”] = [vk] +[av]. (3.54)

The same requirements for a solution apply to the d.c. network as applied to the a.c. case: all
power flow boundary conditions must be known along with at least one nodal voltage.
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3.5 Application of the Techniqueto an Exemplar

The techniques outlined in this chapter for the modelling and solution of electrical systems will
now be applied to the simple exemplar introduced in chapter 2, through the addition of asimple
electrical system to the building mode.
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Figure 3.6 An dectrical system added to the building mode.
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Figure 3.6 shows that the electrical network supplies power to several constituents of the mode:
the fans in the plant networks, electric motors in machinery on the factory floor and the lighting
system and small power loads in both zones.

Examining the power system of figure 3.6 inisolation, it can be seen that the building power
systemis hierarchical: the main supply is brought in via one cable at the switchboard and
distributed to the loads by sub-mains cables. The system is three-phase, with power delivered to
the building at alineto neutral voltage of Vs. The motors in the factory and plant network draw
power from all three phases of the supply, while each lighting and small power load draws its
power from only one phase. The cables which supply power to the lights and small power 1oads
terminate at distribution boards, while the cables which supply the fans and motors terminate in
motor control centres: these house all the control and safety apparatus necessary for the proper
operation of the connected rotational loads. The smaller, single-phase loads are assumed to be
distributed evenly over the three phases, hence the system is assumed to be balanced and a per-
phase analysis can be performed on the system.

The network illustrates two different type of power distribution network: the motors being fed by
aring main, while the smaller loads are fed by aradial distribution network. In the ring main, for
reasons of security of supply, there are two routes for power to flow to each load. In theradial
distribution part of the network, thereis only one route for the power to flow to the loads. Also
note that details such as switches and fuses have been omitted from the diagram: in an energy
simulation they are unimportant. Finally, note that a common element of a power system is
missing from the model: transformers. How they are incorporated into a simulation will dealt
with in chapter 5.

3.5.1 Developing the Networ k M odel

The next stage in the modelling process is the representation of one phase of the power system
as a network; thisis shown in figure 3.7. The control volumes are placed at distribution points
and cable junctions, with the cables represented by impedances. The loads in the system are
replaced by real and reactive power flows.
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3.5.2 Forming the M atrix Equation for the Networ k

Using equations 2.23a-3.23b to calculate the power flow residuals at each node of figure 3.7 and
equations 3.31a-3.31eto calculate the diagonal and off-diagonal terms of each Jacobian group,
the following matrix equation can be formulated.
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column matrix of power flow residuals
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The matrix equation of the previous page forms the basis for the per-phase solution of the power
system of figure 3.6. The power flow system state can be determined using the iterative process
described in section 3.3 for a particular set of real and reactive power flow boundary conditions.
Theresults for the solved phase of the power system can then be applied to the other two phases
and a balanced, three-phase network solution obtained.

3.6 Modelling Larger Electrical Systems

This chapter has described the modelling and solution of the eectrical network within a
building. However in conceptualising the electrical system as a network the modeller is not
limited to the confines of the building. Larger scale electrical systems can be modelled in exactly
the same manner; the same modelling method can be applied with equal validity to both a single
building and groups of buildings [5]. The possibility therefore exists to expand the scope of
integrated thermal and el ectrical modelling to include such systems as community-wide
renewabl e energy schemes, centralised cogeneration (large scale CHP), remote renewable power
generation and distribution [6,7], etc. However, the modelling of these large-scale systemsis the
subject of another thesis.

3.7 Summary

This chapter has demonstrated how the control volume technique can be applied to the
modelling of electrical systems, where the power system is modelled as a network.
Characteristic power balance equations were developed for the el ectrical control volumesin
terms of real and reactive power flow. Application of these equations, to each control volume
(represented by a node) in the dectrical network, allowed a characteristic equation set to be
extracted. This equation set was solved for the complex voltage at each control volume using an
iterative Newton-Raphson solution technique. The solution required that real and reactive
boundary power flows were supplied as boundary conditions to the electrical network. The
calculation of these boundary conditions and the integration of the electrical system into the rest
of the building mode! is the subject of the next chapter.
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Chapter 4 - Integration of Power Flow Modelling into ESP-r

4. Introduction

This chapter describes how power flow modelling is integrated into ESP-r. Firstly, the means of
augmenting the existing building model with the eectrical network is described; this forms the
basis of an integrated building model, incorporating fabric, fluid flow, plant and the power
system. An integrated model is the necessary prerequisite for the modelling and simulation of
building-integrated energy systems; the components for use in such simulations are discussed in
the next chapter.

Attention then focuses on how the solution process for the dectrical network (the electrical
solver) is coupled with ESP-r's existing solvers, enabling a simultaneous solution of the time
varying high and low grade energy flows in the integrated building model.

Note that this chapter only deals with the more theoretical aspects of power flow modelling
integration within ESP-r. The software development work undertaken during this project (the
implementation of power flow modelling into ESP-r and the integration of the CHP and PV
models) is not described. This is done for two reasons. Firstly, the continuing and rapid
evolution of the ESP-r program means that any description of software and its associated
structure would rapidly become obsolete. Secondly, this thesis is intended to be as generic as
possible in its description of integrated modelling. Hence, in this context, it is the method of
power flow integration, rather than the mechanics of its implementation that is discussed here.

4.1 Coupling the Electrical Network to the Integrated M odel

Once a network representation of the building’s electrical system is constructed, as described in
the previous chapter, it must be coupled to the other constituents of the integrated building
model. The nodes in the electrical network where power is injected by sources or supplied to
loads provide the coupling points with the rest of the model. These power flows at these nodes
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manifest themselves as the boundary condition terms in the characteristic equations of the
eectrical control volumes (equations 3.23a and 3.23b). As stated in chapter 3, the provision of

the power flow boundary conditionsis an essential requirement for the solution of the equation

set derived from the e ectrical network.

The means of supplying the boundary power flows is to connect power consuming or generating

components to a node in the electrical network (figure 4.1). The types of power consuming

components which can be coupled include lighting loads, small power loads (e.g. computers,

printers, photocopiers, etc.), fans, pumps and el ectric heaters. The sources of power that can be

connected include building-integrated energy system components: a combined heat and power

unit and photovoltaic materials (PV). The network can also be connected to the grid.
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Figure 4.1 Linking hybrid components to the periphery of the electrical network.
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The components which supply or draw power from the network also exist as entities in other

areas of the building model, typically as components in the plant network (fans, pumps and

heaters), dements of the construction (e.g. a PV facade) or in the zones (lighting and small

power loads). To provide the required power flow information, these components must perform

the task of translation between the thermal and electrical ‘worlds’: acting to convert thermal or
fluid flow phenomena into real and reactive power. Examples include: photovoltaic components
converting solar radiation falling on the building facade to electrical power, or pumps consuming
electrical energy to transport hot water within a heating system. These ‘hybrid’ components [1]
simultaneously affect the thermal and electrical constituents of the integrated model. The hybrid
components for use in the simulation of building-integrated energy systems are developed and
described in detail in chapter 5.

The use of hybrid components to provide the boundary conditions for the solution of the
electrical network strongly couples its solution with thermal and flow processes occurring in
other parts of the building system. The electrical network therefore needs to be solved
simultaneously with the rest of the building model; this necessitates its integration into ESP-r's

modular simultaneous solution process.

4.2 Coupling the Electrical Solver into ESP-r's Integ rated Solution Process

Chapter 2 outlined how the modular simultaneous solution process is already capable of
processing, in an integrated fashion, the equation sets from the multi-layered constructions, air
volumes, CFD, plant, fluid flow and moisture flow networks. The following section describes
how the solution of the electrical network is incorporated.

The modular simultaneous solution process is a means of solving the energy subsystems of the
building model by the most appropriate and efficient means. A range of solversis used to
process the different energy subsystem equation sets (discussed in chapter 2). The solvers can be
thought of asindividual blocks that can be linked together to form a unified solution process for
the entire mode.
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The exact construction of the solution process is variable: different combinations of solvers may
be used at any one time. The number and type of solvers used will depend upon the
characteristics of a particular model. The constituents the model (fabric, plant, flow, CFD, etc.)
will use the relevant solver as required (seefigure 4.3).

The framework upon which the ESP-r solution processis built is provided by a governing

control algorithm: a simulation controller (this is described by Clarke [2]). The combination of

the solvers and the simulation controller forms ESP-r’s ‘numerical engine’, which is able to
simultaneously solve all of the subsystems of the building model. This controller determines the
structure of the solution process for a particular model, both in terms of the solvers that are used,
their interactions and couplings, and in their temporal relationships. This use of both a

simulation controller and solvers was designed to be flexible enough to enable such functionality
as variable frequency processing of the equation sets, iteration (described in section 2.4.2) and
variable time-stepping (implemented by Aasem [3]) within an ESP-r simulation. All these

functions are essential for the successful execution of a complex, integrated building simulation.
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Figure 4.2 ESP-r’'s flexible simultaneous solution process.
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One possible solution process is shown in figure 2.10, where the flow, building-side (i.e. thermal
zones)™ and plant solvers are active. The temporal simulation control is such that the equation
sets of the plant and flow networks are solved at a higher frequency than the building-side
equation set. The reasons for this have been explained in chapter 2. The flow network is solved
first, as the calculated energy flows and temperatures are usually highly sensitiveto the fluid
flow rates. With the exception of buoyancy driven flows, the fluid flows arerdatively
insensitive to temperature fluctuations. This order of the flow and energy solutions improves the
likelihood of convergence and minimises the amount of iteration required in the simulation.

4.2.1 Positioning of the Electrical Solver in the Solution Pr ocess

Within ESP-r the simulation controller has been modified to enable theintegration of the
electrical network solver. The positioning of the solver within the overall solution processis
dictated by the fact that the power flow boundary conditions must be known before the network
solution can proceed. As explained previously, these boundary conditions are calculated using
hybrid components, embedded in the plant network and thermal zones. Hence, the electrical
network must be solved after the power consumption or generation within these hybrid
components has been calculated. The electrical network must therefore be solved after the fluid
flow network, plant network and building-side solutions.

The electrical energy equation set must also be solved at a frequency capable of capturing the
important effects relating to power flow occurring in other energy subsystems of the building
model: the switching on and off of power consuming plant components, control action on
lighting systems, variations in solar radiation on PV materials, etc. Therefore, within the context
of mixed-frequency equation set processing (section 4.4.2), the solution of the electrical network

13 Note that the representation of the building-side solver within this diagram is a simplification; in ESP-r
the building solution may involve the use of more than one solver i.e. CFD, 3-D conduction, etc.
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proceeds apace with the most frequently solved subsystem of the building model: usually that of
the plant network™.

Taking the criteria mentioned above into account, the position of the electrical solver within the
overall solution processis after the solution of the flow, building-side and plant equation sets,
and within the solution time step of the most frequently solved building constituent: usually the
plant network. Note that if an integrated model contains thermal zones and an eectrical network
(but no plant network), the eectrical network will be processed at the same frequency as the
zonal energy and air flow equation sets.

As a demonstration of the positioning of the electrical solver, figure 2.20 is modified to include
it. Thisisshowninfigure4.2.

14 Note that this means that the electrical network will usually be processed at a high frequency, resulting
in the generation of large quantities of data. The quantity of data produced from elements of a model
processed at short time steps becomes unmanageable in long term simulations (i.e. yearly simulations).
However ESP-r minimises this problem by allowing results averaging, reducing the quantity (though also
the quality) of data produced by the simulation. Usually, simulations employing subsystem processing at
short time steps (e.g. afew seconds) would only be performed on short periods of interest (1 to 7 days).
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Figure 4.3 The solution process with the eectrical solver (adapted from Hensen [4])
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4.3 The Structure of the Electrical Solver

Figure 4.3 shows the dectrical solver asasimple block diagram. However, behind this simple
graphical representation is a more complex structure. Chapter 3 outlined the theory behind the
electrical network solution, and the diagram below shows the basic structure of the solution
algorithm asinstalled in ESP-r.
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Figure 4.4 The structure of the network solution algorithm.
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Notethat, for the sake of clarity, figure 4.4 represents the dectrical network solution process at a
high level of abstraction: each block in the diagram masks a further layer of complexity.

The elements of this diagram, which are peripheral to the network solution, and which were not
fully described in chapter 3, are explained bel ow.

4.3.1 Obtaining Initial Valuesfor the Iterative Solution

Likeall iterative solution techniques, the solution of the electrical network characteristic
equation set requires the provision of initial values of the solved parameters (the set of complex
nodal voltages V,* ). Theseinitial values are obtained in one of two ways. At the beginning of
the simulation process the nodal values are set to the base voltage values used in the per unit
conversion (see section 3.4.2), hence all the nodal voltages begin at a value of 1.0 +j0 p.u.
Thereafter, the iterative solution uses the nodal voltages calculated at the previous simulation

time step as the staring point for the current time step iterative solution.

4.3.2 Forming the Elements of the Jacobian Matrix

The coefficients of the Jacobian matrix are calculated at each iteration using equations 3.31a-
3.31h with the current estimates of the nodal voltages V,* , the short circuit driving port

admittances Y, and transfer admittances Y, ; of eachnodei. As mentioned in chapter 3, these

admittance terms are cal culated using use the impedance characteristics of the conducting
components (lines, cables and transformers) that couple the nodes in the el ectrical network. The
modelling of these coupling components and expressions for the calculation of their impedance
and admittance characteristics is described in chapter 5.

Solution proceeds as described in the previous chapter: equation 3.30 is solved for the complex
voltage correction factors (AV and A6 ), which are then added to the current estimate of the

nodal voltages V* . The newly calculated voltages are then used as the basis for the calculation
of the next estimate of nodal voltages V"**.
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4.3.3 Convergence

Convergence of the solution process is determined by comparing the magnitude of the calculated

voltage argument V| and its modulus |6 against the magnitudes of their respective corrections:

|AV| and |A4] . If all the corrections areless than a user defined value, then the iterative process

has converged to a close approximation of the ideal solution. The convergence criteria are met
when corrections of less than 0.1% of the present value of the voltage argument and modulus
need to be applied to each node in the network. If convergenceis not obtained within a defined
number of iterations an warning is given to the user and the nodal voltages arereset to default
values of 1.0 +j0.0 p.u (the starting values for the next time step iterative calculation). The
entire simulation then continues on to the next time step, though of course the results obtained
for the time step in which the electrical network solution did not converge may be erroneous.
The Newton-Raphson technique used in the network solution process is strongly convergent: a
solution is normally obtained within 20 iterations.

The convergence of the power flow solution process installed in ESP-r has been improved
(compared to the algorithms described by Gross [6] and Weedy [7]) in that control of nodal
voltages, to which a power source connects, has been removed from within the iterative solution
process. This eiminates a possible source of discontinuity (i.e. anodal voltage changing its
value between iterations) and improves the chances of theiterative solution converging. Nodal
voltage control and its implementation within ESP-r is explained and discussed further in section
54.3.

At the end of each time step, the network power flows and currents are calculated and written to

a results file. The results of the network solution represent an averaged ‘snapshot’ of the network
state during the simulation time step. Note that high frequency transient effects (e.g. motor start
up power consumption, switching transients, etc.) cannot be captured using phasor state
variables. However, for the purposes of an energy simulation it is the phasor values that are
important. The effect on energy consumption of higher frequency effects is small, though it
should be mentioned that the solution method outlined in chapter 3 can also be applied in the

simulation of short time constant, transient electrical phenomena [6,7].
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4.4 More Complex Couplings: the ‘Onion’ Approach

The integrated solution algorithm of figure 4.3 shows the electrical network being processed
after all the other subsystems of the building model have been solved. Note that there are no
iterative couplings between the electrical solution and the other solved subsystems. This type of
solution intrinsically assumes that the power system is always able to meet the electrical energy
requirements of the other subsystems. In effect, the solutions of the other energy subsystems
generate both the supply and demand profiles for the electrical network and no feedback is
required. However, there are circumstances whereiit is desirable or necessary for the electrical
network to interact with the rest of the solution process, and have an effect on the other energy
subsystems. Situations where this type of interactive coupling is applicable include:

* wherethe eectrical system can only supply afinite amount of energy, e.g. in stand-alone
renewable energy or building-integrated energy schemes;

e wherelimits areimposed in the energy drawn by a building (i.e. to prevent financial
penalties being imposed if a maximum demand is exceeded) and these limits are enforced
by a supervisory control action in a building energy management system (BEMYS);

» or wherethe électrical capacities of components in the electrical network are exceeded, i.e.
overloading of a cable or generator.

In these three cases the electrical network will be unable to meet the electrical demand of the
power consuming components in the other energy subsystems and thus their solved stateis
invalid asit is based on the assumption of afull power supply. The solution of the entire
building must therefore beiteratively re-calculated, but with achievable power demands.

One mechanism for instigating this iterative coupling is the use of control action within the
simulation. Control can be used to modify the power demands of the power consuming
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components in the building’s other energy subsystems, such that the power demand of the
building model is at a level which can be met by the power system. Examples are given below.

» Shutting off plant and lighting until the power demand can be met by a finite power source

or the power demand is below the maximum limit set by a supervisory controller.

* Where components exceed their maximum working ratings the control action would
represent the action of switches or fuses: effectively shutting off the supply to power

consuming components connected to the overloaded electrical network element.

The form of control action indicated in the preceding paragraphs would require recalculation of
the other subsystems, taking into account the power loss to affected energy consuming
components. This is illustrated in figure 4.3. The application of control in the modelling of the
power system is discussed in more detail in the next chapter.

An iterative coupling between the electrical network solution and the rest of the building
solution, i.e. ‘iterative handshaking’, has been described by Hensen [8] as an ‘onion’-type
coupling. In this type of iterative mechanism the various coupled solvers used in the simulation
are iterated within each simulation time step until an overall solution is achieved. Such a

coupling mechanism is already used between the building, plant and flow solvers.

4.5 Summary

This chapter has outlined the means of coupling the electrical network to the rest of the building
model using ‘hybrid’ components that also exist in other energy subsystems of the building
model. These hybrid components supply the power flows necessary for the solution of the

electrical network.

The integration of the electrical network solver into ESP-r’s flexible, modular simultaneous
solution process was also described, along with a description of the structure of the electrical
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solver. Finally, a control-based means of iterative interaction between the electrical solver and
therest of the building solution process was outlined.

The next chapter describes the hybrid components that connect to the electrical network, the
components that make up the network itself and the application of control to both the component
models and the whole eectrical network solution (including the control-based coupling
discussed in this chapter).
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Figure 4.5 A control-based iterative coupling for the electrical network.
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Chapter 5 - Component M odelsfor Building-Integrated
Energy Systems Simulation

5. Introduction

This chapter describes the component models which are required to facilitate the simulation of
both the e ectrical network and, more specifically, building-integrated energy systems. The
previous chapters have indicated the types of components needed for this task:

» the conducting elements, which link the nodes in the electrical network;

e loads which draw power from the network;

« and, finally, the building-integrated generation sources that inject power into the network.
This chapter develops and describes these components.

5.1 Components of the Electrical Network

Key elements of the electrical network, described in chapter 3, were the components connecting
the electrical control volumes. These were characterised by an impedance, the inverse of which
(admittance) was used in the power balance equations for each electrical control volume.

The connecting components represent the elements of the building’s distribution system:
conductors (cables and transmission lines) and transformers. Their impedance characteristics are
derived from an equivalent circuit model. The equivalent circuit is an abstract physical model

that captures the electrical attributes of the connecting component. The exact form of the
equivalent circuit depends upon the type of system being modelled. Recall that the types of
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systems considered in chapter 3 were comprehensive and per-phase three-phase a.c., single-
phase a.c. and direct current. For each system, slightly different models are required. The circuit
models of both conductors and transformers and their derived impedance characteristics are
described in the following sections.

5.1.1 Conductors

The equivalent circuit model of an electrical conductor is determined by its basic e ectrical
properties: resistance, capacitance and inductance, each of which is used in the calculation of its
impedance characteristics.

5.1.1.1 Three-Phase Conductors

Thethree-phase conductor is the most important connecting device in the three-phase system
and its equivalent circuit is shown in figure 5.1. The model includes four conductors: the neutral
and each of the phase conductors. Each conductor has a series resistance and inductance, notice
also that the equivalent circuit also contains mutual inductance and capacitance couplings: both
of these couplings result from the interaction of the magnetic fields around conductors in close
proximity [1].

a3o XC]_nah -I_aabi
.= J_Xcgnab
T
\anc XCZnah ibn

Figure 5.1 The equivalent circuit model of a three phase conductor.
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Infigure5.1 Ry b k=1.3n istheseriesresistance of each conductor (Q), X =1 3nisthe
series inductive reactance (Q), XCXy and Xny are the capacitive reactance (Q) and the mutual

inductive reactance (Q) respectively, between conductors x and y. The reactance quantities are
derived from the basic conductor characteristics (resistance, inductance and capacitance). Thisis
shown in the equations that follow.

Firstly, the series inductive reactance is given by

XL, . =laka b (5.1)

La b is the series inductance of the conductor (H), w is the angular frequency (in radians) of the

sinusoidal-varying alternating current (a.c.) travelling along the conductor, where « = 27f and f

is the frequency (Hz) of the sinusoidal variation.

The mutual reactance is defined by

X, =al, . (5.2)

Lyy. . is the mutual inductance of the two conductors x and y, which link points a and b in the

electrical network.

Finally, the capacitive reactance is defined by

Xo = (5.3)

Cyy,, is the capacitance (F) between the two conductors x and y linking points a and b.
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According to Weedy [2], in short conductors such as those found in buildings, the effect of
capacitance can be neglected. The equivalent circuit of figure 5.1 can therefore be reduced to the

following.

a, Tap,
O >

. Tap,
2o >
a Tap,
30 >

Tap

Ao “«—

Figure 5.2 The equivalent circuit for a short three phase conductor (from [3]).

The couplings between the control volumes in the electrical network of chapter 3 were defined
in terms of impedance. The impedance characteristics of the three-phase conductor model can be
derived asfollows.

The series impedances between nodes a, and by are:
Zk = Rawtl + X%q k=123n,
and the mutual impedances of conductors, x and y, linking points a and b are given by

meya,b = jaLXyava =123 nxX#Yy.

These impedances can be used in the devel opment of the three-phase conductor equivalent
circuit model, thefirst step of which is the creation of a characteristic equation set: thisis created

127



by application of Kirchhoff's voltage law to the circuit model. This law stipulates that the
algebraic sum of the voltages differences around any traced, closed path in a circuit is zero.
Three such paths (indicated by the dotted lines) are shown in figure 5.3.

Figure 5.3 The three phase conductors with voltage loops superimposed.

For the loop between the conductors 1 and 2:
7, V) + (% ;) + (%, -V,) +(V,, -V,) =0; (5.4)

applying Ohm’s law and rearranging gives

Va, =V = lanZan *la6,2m,, *lanm,, *labZm,, (5.5)
and
Vbz _Vaz = Ial’blZmZIavb + Iazibzzazibz + Ia3’b3zmzsa,b + Ian’anmZnavb ) (56)

Substituting equations 5.5 and 5.6 into 5.4 and rearranging gives
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+ I a3,b32n']23ah

labZab *lanZm,, *labZab *lanlm,, +lanlm,,

i (5.7)

ab,Zm,, T la.6Zm,,
= (\Ta1 _\7b1) + (\7&12 _\7b2)

Similar equations are can be derived for the other two loops. All three equations are then used to
form the following equation for the three-phase conductor, which expresses the voltage
difference across the conductors in terms of the conductor currents, series and mutual

impedances.
E_Zal’bl Z_lea.b érnma,b Ernl“a,b _al,bl E leal _\7|:1l E
Bzmma,b Za2’b2 Zm23a.b Zm2na,b ab, 0_[Ya, ~ Vbz O (5 8)
7 Z. 7 o~ -v. O '
Mo, En‘hza,b Ea3’b3 Z_m3navb ay,b, 0 %7_33 \ﬁb 0
gmmavb Zmnzavb Zmﬁ&b Z,, b, Fa.b, B Ya, = Vb,

It is normal in three-phase systems to reference all the phase voltages to the neutral V._, giving

theline-to-neutral or phase voltage. The neutral acts as a common return path for the current
flowing in the other conductors and is earthed at various points. Referencing all the voltagesto

the neutral simplifies the equation set shown above.

Considering conductor 1, the voltages referenced to the neutral are \7ai - \7an and \7bl - \7h1 . The

voltage difference across the conductor would be given by (V, -V, )= (V, -V, ). Application

of Kirchhoff's voltage law to the loop formed by the first and neutral conductor gives the

following.
V,, V) + (v, -V, ) + (Y, -V, ) +(V, -V,) =0; (5.9)

rearranging this equation gives
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(\7a1 _\Taln) - (\7b1 _\7bn) = (\7a1 _\7b1) - (\73“ _\7bn)- (5.10)

A similar expression can be derived to conductors 2 and 3. Now, by inspection, referencing the
voltages of conductors 1, 2 and 3 to the neutral voltage requires that the expression for the
voltage difference across the neutral conductor is subtracted from each row of matrix equation
5.6. This gives the following equation, with all voltages referenced to the neutral:

[Zai bl - Z_rq“a,b Ernlzab Ernznab En‘ha,b Z_rn3"ab Ernl"a,b - Za"’b" %ai bl E _a1 _\ibl n E
Fm,,, ~ Emma,b Eaz b, ~ 2y, Engab _ijnab Emma,b - Zan b, En:raz b, E Va, = Vb, ”E

My, meab Z”bzab Zmznab Za,.b, Zm3nab anna,b Za b, (20 0 Va ~ Vb
H o 0 0 0 HabnB B 0 0

Notice that the neutral voltage is removed from the equation. Also, as the neutral actsasa

common return path for the three currents, the following equation applies.

_a b = _(I_al,b1 + I_azvbz + I_a3,b3) . (512)

n’-n

Now in three phase conductors, the mutual impedances between the conductors are balanced,

hence Z Zmzla b mea b Zm31a b Zm23a b Zm32a b Z Pha,b and

My = Zmz%b = mea,b = Zp, . - Also asthethree phase conductors are identical, the three

N

phase impedances must also beidentical, hence Z, 1, =Z5 1, =Z3 b, =Za_

Noting the above and substituting 5.12 into equation 5.11 allows the neutral current to be
eliminated:
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%ph’bph +Ean’bn a szﬂa,b Empha,b * Z_an’bn a Zz_mﬂa,b Empha,b * Ean’bn a ZEmWa,b a:l’bl S
E%mpha,b + Ean’bn - Zén‘\wavb Z_aph’bph +Ean’bn - szqah Z_mpha'b +Ean’bn - szqah avaz D
Frituy * Zat, ~2m,, Lm,,, * Lo, T m,, Lo, T Zan, T 2m,, Hlab D o g
'y _\ih E
—[WVa, _Vbz ]
2 ~Vo, 1

Notice that the n subscript is dropped; all voltages can therefore be considered as referenced to

the neutral.

Combining terms relating to the neutral conductor suchthat Z, ,, - 27, = Z,, equation

5.13 can therefore be re-written as

%aphbph * En Emphab * En Emphab * En aiblg & \ih a

Ezimphab + Zn Zaphbph + Zn Zmphab + Zn ab, 0= a, _VI;)2 i (514)
+7 7 iy > VARRVA T

Ty, *Zn Zm, *Zn Zap, +Zofdand BVa Vo,

5.1.1.1.1 The Three-phase Conductor Model

The equivalent circuit model of the three-phase conductor for usein a comprehensive three-

phase electrical network model is as shown in figure 5.4
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T
alC a, by > Za,b i Obl
~
'."\
T Tz,
azo %2 P2 > za,b I! Qb2
"\
)
_ 1 Z
M., ’/Y " b
2
845 ‘5 Z,, \ o’
zm

Figure 5.4 The equivalent circuit model of the three-phase conductor

Infigure54 Z,, =Z, , +Zpand Z,, =2, +Z,.

ph*~ph Pha,b

Recall that the power balance equations of chapter 3 used the admittance rather than the
impedance. The admittance form of equation 5.14 is obtained by multiplying the both sides of
the equation by theinverse of the impedance matrix; this gives the following:

%_aph’bph Y_mpha,b tmpha,b y & _\ibl n E D_ai,bl E
g_mpha,b Y_aph’bph Moa ) 32 B \ﬁ:)z n DZB:%,@ E (5.15)
gmpha,b Ympha,b ag, by, a Vbs n E Has’t% 0

The admittance parameters of this expression are defined as follows.

For the diagonal terms:

Z.,+Z
Y, b == ab _“m (5.16)
e (Za,b + sz)(za,b - Zm)
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and for the off-diagonal terms:

Yo, =—= i, I (5.17)
Pra.b (Za,b + sz)(za,b - Zm)

Note that the diagonal and off-diagonal admittance terms of equation 5.15 are of the same value
over the three phases. The admittances calculated using equations 5.16 and 5.17 are those that
would be used in equations 3.44a-3.44€: the power balances for the three-node array to which

the three-phase conductor connects

5.1.1.1.2 The Per-Phase Conductor Model

Chapter 3 described how, in normal balanced operating conditions, the three phases of an

electrical network can be analysed by modelling only one phase: so-called ‘per-phase’ analysis.
The model of the three-phase conductor can be simplified by the assumption of balanced
operating conditions. Applying the equations for the current and voltage in the balanced three-
phase situation (3.39a, 3.40a, 3.414a, 3.39a, 3.40a and 3.41a) gives (after some manipulation

using de Moivre’s theorem)

pha,b ph*~ph pha,b |:| |I|
Y Y.
%m , My, A, Doy

%ro.s- i\EE(va = V), (cos(6, ~ 6,) +isin(6, = 6,))

O O

O . O

- - g0 (Va = Vp), (cos(8, - 6,) +isin(6, - 6,)) 0

B(_aph’bph Ymph b Ymph b [ 0 U
Yo, Ya b Ym D%— 05+ i\EE(Va ~Vp), (cos(6, - 6,) +isin(6, - eb))g
O

O

(5.18)

I (cosB +isinpf)
05+ i\/§E| (cospB +isin p)
20

U
U
U
M
134 -
%O.5+I\/:D cosp+isinf)
20

I O O O
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Further algebraic manipulation leads to the following expression

o 0 0 Ofv, -V,), (cos(8, - 8,) +isin(@, - 6,)0
00 Yon 0 [{Va ~Vp),(cos(8, — 6y) +isin(B, ~ 6,)) 1
o~ Vp),(cos(8, - 6,) +isin(@, - 6,))F

(5.19)
O(cosB +isnB)O
=U(cos B +isin B)
H(cos B +isin )
where
Y_ph :Y_aphlbph —Y_m . (520)

pha,b

Notice that the equations for each phase are identical and completely decoupled. Hence, the
three conductors can be analysed using only one phase equation and the results applied to the
other two (as was noted in chapter 3).

Substituting equations 5.16 and 5.17 into equation 5.20 gives

Yon =

Za,b +Z Z., (5.21)

_ b M _m_
(Za,b + sz)(za,b - Zm) (Za,b + sz)(za,b - Zm)

Hence the per-phase admittance for the balanced three-phase conductor, with mutual inductance
between the conductors, is

o 1

Yy = —"-———. 5.22
P (Za,b - Zm) ( )
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Vph is the admittance value that should be used in equations 3.23a and 3.23b when calculating

the transfer and short circuit driving port admittances for a node to which the per-phase
conductor connects. The characteristic impedance of the per-phase conductor is therefore

th = Za,b - Zm . (523)

The equivalent circuit model of the per phase conductor is as shown in figure 5.5.

Ra.b, Xa,b,
Ay > Y b
XLk n,,
Ao < ‘E"'f'Y'Y'Y'\—o b,
Rab Xab,

Figure 5.5 The per-phase equivalent circuit model of a three phase conductor.

5.1.1.2 The Single Phase Conductor Model

The equivalent circuit for thisisgivenin figure 5.6

3h Pph =

ph

—0
ph bph

Figure 5.6 The single-phase conductor equivalent circuit model.
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The model contains both a phase conductor and a neutral. Performing a similar analysis to that
conducted on the three-phase line and referencing all voltage values to the neutral gives the
following equation for the voltage drop across the conductor.

Y_akh( (\751k -\711( )n = rakle y (524)

wherek = 1,2, or 3. krdates to which phase flows a ong the single-phase conductor; in a single-
phase system this subscript becomes irrdevant. The admittance term in the equation is given by

_ 1
Y. = — — —
%0 T (Zy b, +Za )~ 2Zm,

(5.25)

a,b

\7% b, is the admittance value that should be used in equations 3.23a and 3.23b when calculating

the transfer and short circuit driving port admittances for a node to which the single-phase line
connects.

Theform of the equivalent circuit for the single phase conductor isidentical to that of the per
phase representation of the three phase conductor (seefigure 5.6), however the characteristic
impedance of this single phase conductor is

Za b, =(Zab, ¥ Za,0) = 2Zm - (5.26)

Note that this model can be used in a single phase and a comprehensive three-phase network
model: where single-phase loads draw power from the three phase network, i.e. the mixed
network case of section 3.4.2.4, or where nodes in the three phase network are connected by
conductors with individual neutrals and no mutual couplings.
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5.1.1.3 Thed.c. Conductor Model

In the d.c. line model only resistance is considered, and all quantities are real as opposed to
phasor values (see chapter 3). Theline equivalent circuit model is givenin figure5.7.

o
\ &
(¢}

o
A
(¢}

Figure 5.7 Thed.c. conductor model.

Kirchhoff's voltage law can again be applied, so referencing all voltages to the negative
conductor gives the following equation for the relationship between the current and voltage

difference.
V, -V, = I*(Ra+’b+ + R)_’b_). (5.27)

The characteristic resistance of the conductor is therefore

R=(R. ,» +R,-,-) (5.28)

bt

and the general form of the conductance terms that would be used in equation 3.50 is

Ch=— . (5.29)
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5.1.1.4 Equivalent Circuit Parameters

Note that many comprehensive references exist, such as [4], which give the equivalent circuit
parameters for awide range of conductors. Oatdy [1] and Gross [3] gives details of explicit
methods for the calculation of the conductor parameters from first principles.

5.1.1.5 Connection Resistances

Before leaving the subject of conductors, it is worth noting that in many short lengths of
conductor the resistance of its end connections may be significant. These connection resistances
can be represented on the equivalent circuit models by the addition of an extra series resistance
term to the line series resistance as shown bel ow.

R Rakbk XLakvbk

PN Vo VAV NI, Vo VA VAN o Ve ' Yo WIS |
o Mk
N
extra resistance added to account
for “lossy” end connections

Figure 5.8 A conductor with connection resistances included.

5.1.2 Transformers

In an a.c. ectrical system, the transformer performs two important functions: firstly, the voltage

and current magnitudes between the two points it connects are, as the name suggests,

transformed, secondly, the transformer convey power between these two points. This section

describes the transformer’s equivalent circuit model for use in the network representation of the

electrical system.

If a transformer connects two poir&ndb, then the voltage at points a and b will be dictated
by the transformer turns ratio, denotedn,, such that
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v, =ayr, (5.30)
n

b

similarly

Ny |_a +nbl_b =0. (5.31)

. -

O » » O

? o) Co 1

v, Vi

! }

O O
n,;:n

An equivalent circuit model, for an ideal, two-winding™ transformer is given in figure 5.9.

Figure5.9 Anideal two-winding ideal transformer from [3].

!> Thisrefers to the construction of the transformer: which consists of a conductor wound round a core
material. Note that a transformer may have two or more of windings, however only the very common two
winding case is considered here.

139



Recall that in chapter 3 (section 3.4.2.2), the use of per unit values in the electrical network was
said to reduce the complexity of the transformer model. Converting equation 5.30 to per unit

form gives

Va i Vb (5.32)
Vo MoV,

As the relationship between base values is exactly the same as the relationships between the

phasor values it follows that

Vo, =2V, . (5.33)

Substituting this equation into 5.32 gives

Ve —&é}bl/_b E- (5.34)
Vo M 0L Vi,

ase

SO in per-unit terms

<

S (5.35)

Applying the same principles to the current in the transformer gives

I +0_ =0. (5.36)

Hence, if the electrical network is analysed using per unit values, the transformers in the network
will disappear. However, the effects of the transformers will still be evident in that the base
voltage values change between points connected by them. The change in base values is dictated
by the transformer turnsratio. In per-unit terms, the transformer can be thought of asa
component which partitions the network into different base voltage sections, where the base
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voltages of each section are related to the overall network base voltage by the turns ratios of the
intervening transformer(s).

Returning to the equivalent circuit model of the transformer, it was noted that the circuit models
of the conductors in the electrical network were dependent upon the nature of the system being
modelled; the same is true for the transformer. The equivalent circuit models for different a.c.
system types will be considered in the following sections.

5.1.2.1 The Transformer Connected in three-phase

The equivalent circuit for three, two-winding transformers in a three-phase connection (as would
be used in a comprehensive three-phase el ectrical network) is shown in figure 5.10.
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e [2:1]
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2. 2]
® ®
a — b,
o— 17 Z, >
a n n

Figure 5.10 Three transformers in a three phase-connection'® (modified from [3]).

Note that the transformer winding losses are now included: these take the form of the

impedances Zxk connected in series with each phase and the neutral. The parallel connected

impedance terms, ZX@ , areinserted into the circuit to represent losses in the core of the

transformer. The circuit model can be simplified if the parallel-connected impedances are
ignored; in most transformers (but not those used in small-scale embedded systems) the core
losses are negligible (<1% [3]).

16 Note that the circuit mode is of two star-connected transformers ((30). It is also possible to have star-
delta and delta-delta connections, however these can be transformed to the star-star connection type shown
above (for an example of these different connection types refer to Grosy 3]).
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By performing a similar analysis to that performed for the three-phase conductor, and ignoring
the parallel connected impedances, the following matrix equations emerge for the voltages on
either side of the transformer. Again, all voltages are referenced to the neutral conductor®’.

For the left hand side of the circuit model

%aﬁ’z Za, 2 Hap Va0
+

. ah zah M, 0=V, O (5.37)

g < il 0 O
0 4a 4 %%5575

and for the right hand side of the circuit model

%wzb Z,  Zp HoE th.g

Zo +Zy Zp DijD s D. (5.38)
|:| I’\
qu Zy, Zbﬁzbn%bsm q,na

If the equations are converted to per-unit form'®, then the three, ideal transformer components
can be eliminated and equation 5.35 applied to all three phases such that:

la =-Th; (5.39)

' Note that in any transformer if the neutral conductor on one or both sides of the transformer are earthed,

then the value of the earthed neutral impedanceis zero, i.e. Z]X =0.

18 The pu subscript is omitted for clarity; all circuit state variables from this point on will bein per-unit

form.
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(5.38)

(5.38¢)

Subtracting the per-unit form of equation 5.36 from 5.37 and substituting the equations 5.38a-c

eventually gives

%al”?bl*zan t2Zy

Za“ +Zh,

0
|:| i —_
0 4a *n

. !
Za, ¥ Zn Loty

— -\O
= 0 &V -V ) 0
Eh‘ la _az _az ng
*Za, v 2y a0 gy, _\7) 0
a, " Ve,) 5

(5.40)

Thisisthe basic, characteristic equation for the transformer in a comprehensive three-phase

network model, with all values in per unit notation. Note that the neutral impedance terms

couplethe individual phase equations.

Equation 5.39 can

— -\ O
o n-w)
%aph‘bth_mpha,b Y_mpha,b E _ai _q ng H%E
] Mora,p Y_aph'bth_m"“avb 0 Va, - bZ)n Ezgaz%
Hmpha,b Ympha,b Yaph'bth \731 - _bz) 5 aS D
n

The per-unit admittance values are defined as follows.

be re-written in admittance form:

(za,Dh +szh)+2(za“ +zq)

Ya_

e — — - -
o gzaph+prh)+3(zan+ZQ)EZaph+prh)
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Note, by the symmetry of the transformers in three-phase connection:

Zak = zaph and ZQ( = prh' k :1,2,3.

Also,

_ ~(Zy +Zy)

" 07, 47y )+ Ty + 7 R, + 7))
aph bph an q aph bph

(5.43)

Ya, b, and Vmph are the admittance values that would be used to calculate the admittance
! a,b

terms of equations 3.44aand 3.44b: the power balance equations for the three-node arraysto
which the transformer equivalent circuit connects.

5.1.2.2 The Per-Phase Transfor mer Model

Applying the equations for current and voltage under balanced operating conditions (3.39 to
3.40) to equation 5.42, gives the following.

G 0 0 01V ~Vh), 6550 ~) ¢ 1500 6
_ U 0
oo Yph 0O Vaz —Vbz)n(cos(ea—eb)ﬂsin(ea—eb))gz

U
[0 0 Yeoify, _VbB)n(Cos(ga—ab)Hsin(Ha -6 (5.44)

a (cosByp +i Sinﬁa,b)g
[ (cosfBa,p +isinS, p)O
A (cosBap +isinBab)3

As was the case with the three-phase conductor, the equations for each phase of the transformer,
in balanced operation, are identical and decoupled. The results of an analysis on one phase of the
transformer can therefore be applied to the other three phases.
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The diagonal elementsin the admittance matrix of equation 5.44 are given by

ph :Yaphlbph =Y, ey (545)

<

Substituting equations 5.42 and 5.43 into this expression gives

A (5.46)

Equation 5.46 gives the admittance value that should be used in equations 3.23a and 3.23b, when
calculating the short-circuit driving port and transfer admittances of nodes (in a balanced three-
phase network) to which the transformer connects. The equivalent circuit model is as shown in

figure 5.11.

T
3h Pph

ph aph b ph ph

Figure 5.11 The per-phase, per-unit model of the three-phase transformer.
The characteristic impedance of the per phase model is given by

Za b =Za +Zb . (547)

ph? ~ph ph ph
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Note, because the voltage base changes between a and b, the impedance bases, Zpase aaNd Zpae b

6/ba$a)2

used in the calculation the Zaph and prh per-unit values, will also change: Zp,y = ~————

Shase
and Zpeep = %;b)z . Suae r&mains the same throughout the system.
ase

5.1.2.3 The Basic Two-Winding Transformer Model

The per-unit equivalent circuit for a transformer, connected in single-phase network is shown in
figure5.12

- E b,
ak o Zak > > Zbk O
® ®
o ]
an 7 Vi bn
o 2 Z, X

Figure5.12 The equivalent circuit model of atransformer in a single phase network.
Applying the same analysis techniques as used previously gives the following equation, which

relates the per unit voltage drop, current and impedance (again ignoring the parallel connected
impedances):

\Tak —\7bK:I_ak (Zak +Zq)+(za11 +an) k=212or 3. (548)

The equivalent circuit model of the modél is of exactly the same form as the per-phase
equivalent circuit model, though note that the characteristic impedanceis given by thetermin
square brackets in equation 5.47.
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The admittance that should be used in the calculation of the short-circuit driving port and
transfer admittance of the nodes to which the single phase transformer component connectsis

v = 1
a.by (Zo +Zp)+(Zy +2Zp)

(5.49)

Note that the models derived here, for the basic two-winding transformer and transformersin
three phase connections, are far from a complete catalogue of all possible transformer types:
transformers with off-nominal turns rations, 3 or more windings and transformers with different
permutations of three-phase connections are not considered. Weedy [2], Gross [3] and Stagg and
El-Abiad [5] give circuit models and derivations of characteristic equations for various other
transformer types.

5.2 Hybrid Components

The loads and sources which connect to the electrical network were described in the last chapter

as ‘hybrid’ components, as they also exist in other areas of the ESP-r model: the fabric, the plant
network, the flow network and the fluid volumes which from the interior space of the building.

As mentioned in the last chapter, the function of these hybrid components is to translate the
electrically related heat and fluid flow phenomena occurring in the building to the power flows,
which act as boundary data for the electrical network. These hybrid components are described in
the following sections.

5.2.1 Hybrid L oad Components

5.2.1.1 Lighting and Small Power L oads

These power loads interact with both the thermal and electrical constituents of an ESP-r model,
in that they draw power from the electrical network and also dissipate heat into the thermal
zones. Currently, the thermal output from each power load manifests itself in the form of a
convective heat gain to the associated fluid volume, and as a radiative gain to the surface layers
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of the multi-layered constructions surrounding the fluid volume. Recall, that the characteristic
equations which represent both the fluid volume and surface layers contained hest injection
terms that could represent the heat gain from internal sources (refer to equations 2.8 and 2.23
respectively). Thetotal heat gain (W) from a power-consuming component i would be given by

g, + Zq , (5.50)

where q,_isthe convective heat dissipated to the zone air volume and Z q, isthesumof the

radiant heat dissipated to the surrounding surfaces.

In ESP-r, heat gains from equipment, lighting and occupants are defined as generic ‘casual
gains’[6]. Casual gains are time-variant and have radiant and convective portions. The temporal
variation of the gain during the simulation is obtained by multiplying a base gain (W) by a time-
varying profile, the magnitude of which varies between 0 and 1. Lighting gains can also be
subjected to daylight control. The thermal gains to the zone will therefore vary with time and
climate-dependent control action. To obtain the power consumption information from these
thermal gains it is necessary to hybridise them, i.e. relate their heat emission to their electrical
power consumption. The resulting hybrid casual gain and electrical entity is defined as a ‘zone
load’ component.

Each piece of power consuming equipment (in the form of a zone load) acts like a resistor,
dissipating heat to the environment with 100% efficiency. All real power consumed by the
component is assumed to be (eventually) dissipated as heat. The coupling between the heat
emission and the power consumption of the electrical load is given by the following trivial

equation.

q, + qus =P. (5.51)
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However, equation 5.51 provides only half of the information required for the trandlation of a
thermal gain to an electrical load, asthe reactive power consumption is still unknown. Provision
of thisinformation requires additional information from the modeller in the definition of the
zone load component. The basic information required by each casual gainis as follows.

Type Heat dissipated | Radiant Fraction | Convective Fraction | Timeon | Time off

Equipment/ lighting/ occupant (W) % % (hrs) (hrs)

Table 5.1 Information provided for a casual gain.

This information was augmented with the eectrical data givenin the following table.

Operdting Power Load type Base power Connected phase | Connected electrical
Voltage factor (pf) consumption network node
(=base heat |oad)
V) (0-1) capacitive, (W) (13,2,3ordl) )
resstive, reactive

Table 5.2 Additional information for a zone load.

The information allows all the relevant power flow information to be deduced from the thermal
heat dissipation of the casual gain. The reactive power consumption is given by

0.5
Q- pg,pif -1@ 0<pfs<l (552)

The power factor, pf, is defined as the ratio of the real power consumption of the component

divided by the magnitude of the apparent power consumption:

(5.53)
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Note that the nature of the load determines the characteristics of its reactive power consumption.
If theload is inductive, then the reactive power consumption is assigned a positive value: HQ .
If theload is capacitive, then the reactive power consumption is assigned a negative value: -jQ ;
reactive and capacitive power are diametrically opposed.

Thereal power consumptions of or many types of small power loads are given in [7], though this
reference contains no information on small load power factors. Information on lighting and
rotational oad power consumptions and power factorsis givenin [8] and [9] respectively.

The other eectrical information determines where the dectrical load draws power from the
electrical network. In a balanced system, the load is assumed to draw power evenly from all
three phases of the power system. If the three-phase system is modelled comprehensively, the
connected node and phase data would be used to identify which node of a three-node array the
load would draw power from. Three-phase |oads such as fans and pumps would power from all
three nodes. The voltage information can be used to check the operating voltage of the load
component against the predicted voltage of the connected electrical load; if the two differ
significantly, the zone load may be switched off by a control law (see section 5.5.1).

Note that the zone |oad component inherits all the characteristics of the associated casual gain,
and so the electrical load drawn from the network by each particular component will vary (as
was stated in section 5.2.1.1) both temporally and with climate influenced control.

As an exampleto illustrate the function of the zone load, consider the case of daylight
responsive luminaires. These will be controlled based on lighting levels inside a zone (cal culated
by ESP-r or perhaps RADIANCE™ running in tandem with ESP-r), with the lighting control
altering the light output of the luminaires to maintain a constant illumination level. The control

of light output will affect the heat dissipated by the lights into to the zone and also their electrical

19 A lighting simulation tool produced by Lawrence Berkeley Laboratories
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power consumption. The lighting hybrid component will therefore provide a time-varying power
flow boundary condition to the electrical network, while also providing a related time-varying
heat input to the lit zone. This hybrid component therefore acts as a coupling mechanism
between the thermal and electrical energy flows associated with the zone. The temporal variation
of these energy flows is primarily affected by the characteristics of the daylight control and the
prevailing climatic conditions. The concept of the hybrid component is shown schematically in
figure 5.

time-varying

heat 11:59:59 el ectrical network

di ssi pation < ———9o
and ti me dependency
illumnation \l/
] ®
] —
D D hybrid | oads T time-
varying
1 B > power
|:| demand
l'i ghting
control
lighting sensors Climate (solar radiation) |

Figure 5.13 The schematic definition of a zone load.

5.2.2 Fans and Pumps

In ESP-r both fans and pumps can be labelled with the generic term ‘flow-inducing
components’, and exist in both the plant and fluid flow networks. Hence, in an integrated ESP-r
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model, the flow inducing entities can be constructed using both a plant and fluid flow component
model; the fluid flow component calculates the pressure and flow characteristics, while the plant
component deals with the energy balance. The descriptions of both the plant and fluid flow
components for fans and pumps aregiven in [10] and [11].

To determine the power consumption of the fan or pump it is necessary to hybridise the plant
component model by the addition of an extra energy balance equation; this relates the
component flow characteristics to its power consumption. The foundation for thisreation is an
equivalence of eectrical and mechanical power, for which it is hecessary to express the

mechanical power consumption, P, (W), of the component in terms of the induced flow. This

relationship is given by the following equation.

p = % (5.54)

m is the induced mass flow rate (kg/s) resulting from the pressurerise, AP (Pa), across the
component and /7, is the mechanical efficiency of the flow-inducing component.

Thefollowing cubic polynomial relationship is givenin [11] and relates the pressure rise and
flow rate in ESP-r’s flow inducing components (both pumps and fans).

0 Onf ol
AP =ay+ay5—ttax - t a3 (5.55)
0o 0o 0o

a._, ;are empirically obtained coefficients which fit equation 5.54 to the flow component’s

i=1.3

performance curve: this is usually supplied by the manufaciarirthe working fluid density

(kg/n).

The mechanical power required by the component is given by the substitution of equation 5.55

into equation 5.54:
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i U

m tha Ol oo
P.=—D +a, 58,50 +*&F-0H (5.56)
ﬂm% "o ‘o “HedE

O™ I:I(,J

The mechanical power to the flow inducing component will be provided by an e ectrical motor,
the performance of which can be characterised by a conversion efficiency; this relates the
electrical power consumption of the motor to the mechanical power consumed inducing the flow
of working fluid. Therdation is as follows.

P =nP,. (5.57)
Substituting this expression into equation 5.56 gives the relationship between the induced flow

ratein thefan or pump and electrical power consumption of the eectrical motor that would be
required to produce it.

o= B a0 el
) nmne%" "B “Hed Tt

O™ I:I(,J

. (5.58)
i .

Note that as with the casual gain coupling equation (5.51), this equation only determines the real
power consumption of the fan or pump. To determine the reactive power consumption,
additional information must be used with the plant component. This additional information is
similar to that which augmented the casual gains.

Operating Voltage | Power factor | Load type Efficiency of electric | Connected phase | Connected
(pf) motor electrical node
(V) (0-1) capacitive, (0-1) (3,23 or al) )
reactive

Table 5.3 Additional information required for a power consuming plant component.

Thereactive power consumption is calculated using equation 5.52, and assigned a positive or
negative value according to the load type.
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Flow inducing components can be subject to control action, with the possibility of the flow rate
of each being varied according to temperature, pressure, humidity or some other sensed property
somewhere in the building model. Note also, that the thermophysical and fluid flow property
terms, used in the equation to calculate the power consumption, will vary as the pressure and
temperatures of the plant and flow networks change with time. As a consequence, the power
consumption of the plant component, like those of the casual gains, will also change with time
according to control action, thermal and flow conditions, providing a fluctuating power flow
boundary condition to the el ectrical network.

5.3 Hybrid Electrical Power Generation Component s

5.3.1 Small-Scale Combined Heat and Power (CHP)

A small scale combined heat and power system consists of two basic physical e ements. an
engine and generator unit and a heat recovery system. The engine and generator provide power
to the electrical network, while the heat recovered (in the form of hot water) from the engine
jacket cooling water and exhaust gas can be used in the plant network.

exhaust gas heat fuel supply
|_| exchanger l( gas/ di esel)
a.c. generator
engi ne unit
J —
— power
VAVA A AV
wat er —— |
suppl y 1
[ N
«— cool water
engi ne j acket return
cool i ng wat er
heat exchanger

Figure 5.14 A small-scale combined heat and power unit (from [12]).
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Small scale combined heat and power systems, as shown in figure 5.14, areanintegral part of a
building’s electrical and hot water services; the ESP-r model of the CHP unit was developed
with this in mind and can be integrated into both the plant and electrical network. The model is

constructed from a number of plant components. Each is modelled using control volumes:

e an engine and generator unit (a hybrid thermal electrical component);

* a cooling water heat exchanger (a purely thermal component);

* agas - air heat exchanger (another purely thermal plant component).

The following sections describe these component models which, when combined with an ESP-r
plant network, form a model of a CHP system integrated into a building’s hot water services.
The plant network can, in turn, be integrated with the rest of the ESP-r building model, including
a coupling to the electrical network, forming a complete model of the CHP building-integrated
energy system. A system model of this type is shown in the exemplar of chapter 7.

5.3.1.1 The Engine and Generator Unit

The basis for the description of the engine and generator unit, as with all the other plant
components in ESP-r is the control volume. The Engine unit shown in figure 5.14 can be
represented by three control volumes:

e acombustion gas control volume;

* asolid engine block control volume;

e a coolant control volume.
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Thethree-node model is a depiction of the basic thermodynamic processes occurring inside the
CHP unit. The combustion gas node represents the hot gas/fuel mixture contained in the engine
cylinders. Thistransfers heat to the engine block, which loses heat to the environment and
circulating cooling water, which is represented by the coolant control volume.

This three-node model is used as it can be easily integrated into an ESP-r model. The hot water
node can be coupled directly to ESP-r heating system components in a plant network (i.e. heat
exchangers, piping, pumps, &c.). The combustion chamber node can induce air from and exhaust
to a gas node representing atmospheric air. The connection of the model into an ESP-r plant
network is shown in chapter 7.

conbustion—>® i exhaust gas
air i-1
f uel _
conbusti on W

chamber node

sol i d engine a
bl ock node _
qk,k-l
qj,k
o
k-1
cool ant

node

Figure 5.15 The three node model of the CHP engine unit.

The model is clearly an abstraction of thereal engine and should be seen as a compromise

between a purely “black box” input/output model and more complex (though usually partial)
models such as that detailed by McCrorie et al. [13]. These are generally unsuitable for
integration into energy simulation tools as, for reasons of numerical stability, they require
processing with very small time steps (<.0000001s). The form of the model is shown in figure
5.15
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5.3.1.1.1 The Combustion Gas Control Volume

The four-stroke cycle of the engine unit, consisting of an induction, compression, power and
exhaust stroke, can be considered as a continual, cycle-averaged thermodynamic process, if the
period of analysis is much greater than the time period of the individual strokes. Thisis
generally the case in an energy simulation. Further, if the cycle is averaged, then all the cylinders
can be lumped into the one control volume, because at any timet they will be at the same,
averaged state. Application of thefirst law of thermodynamics to the lumped control volume,
givesriseto the following one-dimensional, energy balance equation for the cycle-averaged
combustion process:

Oc =0i-1j +0i,j *W. (5.59)

A barred variable represents a quantity averaged over all the phases of the four stroke-cycle.
qcisthe heat release rate from fuel combustion (W), §; -1 ; is the energy loss dueto the intake

of cool combustion air into the cylinders (W), G ; isthe heat loss to the cylinder walls and W; is

the net mechanical work output from the combustion process (W).

The heat rd ease from combustion can be calculated from

0c =Ncms CV, (5.60)

where 7 is the efficiency of combustion in the engine cylinders, my is the fuel mass flow rate

(kg/s) and CV isits calorific value (Jkg).
The heat transfer due to the induction of air for the combustion processis given by

Gia=M-Ga(8-0-8). (5.61)
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M, isthe mass flow rate of combustion air, and ¢, _; isits specific heat (JkgK). 8.1 isthe

temperature of the gas leaving control volumei.

The heat transfer with the cylinder walls is calculated from the following equation.
Qi j :ﬁcyz\,y(ej -8) (5.62)

g is the temperature of the neighbouring engine block node ﬁcy isthe cycle-averaged heat

transfer coefficient (W/mK) at the cylinder walls and A, is the cycle averaged cylinder heat
transfer surface area (m°). ﬁcycan be calculated by the time-averaged version of the empirical
equation given by Woschini [14]. Alternatively engine test data can be used to calculate the

overall cylinder wall conductance ( ﬁcy Kcy) for the cycle-averaged combustion process; thisis

discussed further in the next chapter.

Finally, thework output of the cylinder is the work of the engine unit after frictional |osses have
been accounted for. Frictional losses are considered to be a heat gain in the cylinder and are

therefore lumped together with the heat releaseterm .

Combining equations 5.59-5.62 gives the following fully explicit, characteristic equation for the
gas control volume at sometimet (the effect of any thermal capacitance of the cylinder gasesis

neglected).
—(M_1G g +hy' Ay)8" + Mg Ty + g AT = W', (5.63)
The calculated temperature 6_{ is the exhaust temperature of the combustion process, as al the

heat transfers, energy losses and transformations (i.e. heat to work) are accounted for in equation
5.63.
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The work term W' isimportant as this is the link with the electrical output of the CHP unit and
enabl es the engine component to be made hybrid. The term represents the shaft power to the
rotor of the electrical generator, attached to the engine unit. The dectrical power output of the
generator (W), which isfed into the electrical network, is calculated by

P, =n.W', (5.64)

where reisthe electrical conversion efficiency of the generator attached to the CHP unit. The

reactive power output of the generator can be a controllable quantity” and is discussed in section
5.3.2.1. Noteit is also possible to explicitly model the generator attached to the CHP unit.
Generator equivalent circuits are given in appendix 2.

5.3.1.1.2 The Engine Block Control Volume

The basic form of the energy balance for the engine block nodej is as follows

36
M~ = i * Gik * G (5.65)

The left hand side of equation 5.65 represents the thermal capacitance of the engine block; M; is
its mass (kg), C; itsvolume-weighted, average specific heat (JkgK). The terms on theright

hand side are the basic energy exchanges associated with the engine block.

dj,« istheheat loss from the engine block to the environment, which is given by

? Thisis possible with synchronous generators, but not with asynchronous generators, which always
absorb reactive power (see appendix 2).
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Ajo = Kj (b =), (5.66)

whereK; ., is the heat loss modulus from the engine exterior to the surroundings (W/K) and 8., is

the environmental temperature of the surroundings.

dj,i istheheat transfer fromthe walls of the cylinders, given by negative form of equation 5.62:

0, = hyAy (6 - 6)). (5.67)

dj,k isthe heat transferred to the cooling water flowing through the engine block, thisis given

by:
djk =hj A6 —6;). (5.68)

Acis the heat transfer surface area between the engine block and the cooling water, which has a
temperature 4. hjx isthe heat transfer coefficient between the cooling water and the engine
block. If the cooling water flows through the engine in enclosed channels, the following equation
(from [15]) can be used to determine the heat transfer coefficient, assuming fully turbulent flow
predominates:

Nu = 0.023Re%® pr". (5.69)

The dimensionless groupings of equation 5.69 are defined as follows.

PVDp

The Reynolds number isgiven by Re = , where pis the coolant density (kg/m®), Visits

velocity (ms™) and uis the fluid viscosity (kg/ms). Dy, is the hydraulic radius (m) of the enclosed

4 x flow area
wetted perimeter -

channdl, given by Dy, =
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thh
k

the coolant and the channel wall and k is the conductivity of the coolant (W/mK).

The Nussdt number is given by Nu = , where h is the heat transfer coefficient between

c
The Prandtl number is given by Pr = %ﬂ , G, is the specific heat of the coolant.

All the fluid parameters are evaluated at the mean temperature of the coolant and enclosed

channel walls, i.e. (9} +9&)/2.

Aswith the cylinder wall heat transfer equations, an alternative to the explicit calculation of the
coolant circuit heat transfer coefficient is to use test data to calculate the overall thermal

conductance (hj x A ) between the engine jacket and cooling water. This is discussed when

model calibration is considered in the next chapter.

Combining equations 5.65 to 5.68 and replacing the partial derivative with a backward

difference expression, gives the following explicit equation for the engine block temperature
t+At

6"~ .

t+At t

AL _pt
P O R A, @ -6+ AL -8 + AL - 6)) (5.70)
0 U

Combining this explicit expression with its implicit counterpart creates the following familiar
form of characteristic equation for the engine block control volume:
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EEM t+AtCt+At 0
0! J t+At t+At t+At
+hey ™ Ay + hj i A LB

H At
- h(ti;AtAcygit+At _ h}jrkAtAcglt:At _ h:omt Aeggm (5.71)
— EQM ;CIJ t t s t t nt t t t t
= ET + Ny Ay + hj,kAcél?j +Ney Ay b + 0  AB + e A, .
5.3.1.1.3 The Cooling Water Control Volume
The basic energy balance equation for the cooling water control volumeis
6
M Cy 7k = Okk-1 + U, j- (5.72)

The left-hand side of the equation represents the thermal capacity of the cooling fluid
encapsulated by the control volume (i.e. contained in the enclosed channels of the engine block);

Mg isitsmassand C, isits specific heat. The gy .1 termis the heat exchange caused by coolant

entering the control volume from a connected node (k-1) in the plant network:

Ok,k-1 = Me_1C 1 (Tyq = Ty) - (5.73)

The gk term is the negative of the heat exchange with the engine block, which was defined in
equation 5.68.

Following the same process as was used with the engine block node, the following characteristic
equation emerges for the cooling water control volume:
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EQM t+At t+At
+ mt+At t+At HAIAC@HAI

U At
U D

_ mtk+§tCI+At9t+At ht+At Acet+At (574)

[PM ¢ g _
EITpk + 1C + hli,jAc%lt( + mf(—lctpk_lgkt—l +hy | AB;.
U U

5.3.1.2 The Cooling Water Heat Exchanger

This component is constructed from two, mixed-property control volumes, which represent the
hot and cold side of the heat exchanger, as shown in figure 5.16. The properties of the solid
casing of the heat exchanger are assumed to be evenly distributed between these two nodes.

5.3.1.2.1 The Hot-Side Control Volume

hot - si de node

a, col d- si de node

,C

Figure 5.16 The control volume representation of the heat exchanger.
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Applying the same process as was used in the derivation of the engine unit's characteristic
equations gives the following expression for the hot side of the heat exchanger.

EEM t+AtCt+At 0
h h ~t+AL At +AL t+At S t+At t+At ot +AL t + At
Eﬂim +mpZ7Chly B — MRl Chly Ohin — e
(5.75)
(oM fcf O
_ hCh | it At t , ot t pt ¢
= EBiAt + Mp_1Ch-1 éeh + My _1Ch_16h-1 + @ e

M; is the mass of the casing and encapsulated fluid on the hot side of the heat exchanger and

cy is their volume weighted, average specific heaj.;is the mass flow rate of hot fluid

(engine cooling water) into the heat exchanger with a specificdheat The heat flux between

the hot and cold side of the heat excharqeg, at some tim¢, is calculated from

wrtmc = Neft [Cmin (grtl—l - gtt:—l)] . (5.76)

The bracketed term represents the maximum possible heat exchange between the hot and cold
side of the heat exchanger. The two temperatures are the inlet temperatures to the hot and cold

side of the heat exchanger respectively. The term is the minimumigc, or myc,, . /s is

the effectiveness of the heat exchanger, which varies according to the type of heat exchanger.
The well-known number of transfer units (NTU) method [16] is used to calculate thisterm. As

an example, consider a plate heat exchanger in counter flow; the equation for 7 is

1+ e NUE-5)

Net = 1= e WEH (5.77)
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where Bistheratio Crin/Crrex, The Cry termiis the maximum of rc,, or riyc, . Effectiveness

equations for different configurations of heat exchanger are given by Kays et al. [16]. The NTU
termis given by

Kt
Conn'

min

NTU = (5.78)

K isthe overall heat transfer modulus (W/K) between the hot and cold side of the heat
exchanger: thisis defined later.

5.3.1.2.2 The Cold-Side Control Volume

An amost identical control volume characteristic equation to that of the hot-side can be derived
for the cold-side of the heat exchanger:

EEMHN t+At AL t At Tt 4 AL t+ At t At At At t+At
+ + + + + + *
ST + A ég - mitg 8.20 —On
(5.79)
Com | cl U, )
= Sf + m(t:—].Ctpc—l é@é + m(t:—lctttgct—l + ¢tt3,h'

Theterms of equation 5.79 have the same meaning as those of equation 5.75, the subscript ¢
refers to the cold side of the heat exchanger. @ 1 is the negative of the flux exchange expression

in the hot side characteristic equation.

The calculation of the effectiveness, which in turn is used to calculate the flux exchange between
the hot and cold sides of the heat exchanger, requires the calculation of the heat exchange
modulus K. This can be expressed as

166



Kt—EL+R + 1 H (5.80)
Oh'A " h'AD S '

hy, and h; are the heat transfer coefficients of the hot and cold sides of the heat exchanger
respectively, while A, and A respectively, are the heat transfer surface areas of the hot and cold
sides. Rf isaresistance term introduced to account for any heat exchanger fouling, typical
figures for which are given by Kays et al. [16]. The small thermal resistance of the metallic
material between the hot and cold streams is ignored.

If the assumption is made that a plate heat exchanger in counter flow approximates to both fluids
flowing in oppasite directions along many small channels, separated by thin metallic walls,
equation 5.69 can be used to calculate the heat transfer coefficients for both the hot and cold
Sides.

5.3.1.3 The Exhaust Gas Heat Exchanger

The heat exchanger for the engine exhaust gases is modelled in a similar fashion to the cooling
water heat exchanger, with a hot-side and cold-side control volumes; the characteristic equations
for these control volumes areidentical to equations 5.75 and equation 5.79 respectively.

Theflow configuration of this heat exchanger is different as, in this particular example the gas
and cooling water arein cross-flow rather than counter flow. The equation for the effectiveness
with this configuration is given by

~C(NTU)LZ ]
—e
g o

eEC(NTU )°# E

Neff = 1- (581)

Assuming the water flow rate inside the heat exchanger is fully turbulent and high enough to
prevent localised boiling inside the tube walls, equation 5.69 can be used to calculate the cold-
side hest transfer coefficient.
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Thefollowing equation (given in [17]) can be used to calculate the heat exchange coefficient
from the combustion gas asit flows over the tubes containing the cooling water:

Nu = 0331 Re?0 pr03, (5.82)

Aisan empirical constant, dependent upon the tube bundle geometry. Note that the
thermophysical properties of the hot combustion gas are dlightly different from those of air;
combustion gas property tables [18] can be used to determine them. However, for the
stochiometric combustion of natural gas (used in most CHP units), 96% of the combustion gasis
air [19] hencethe use of the thermophysical properties of air should not lead to alarge
discrepancy. Note that the mean temperature of the tube wall (assumed to be close to the cooling
water temperature) and adjacent combustion gas is used in the calculation of equation 5.82.

5.3.1.3.1 The Complete CHP Unit

The components of the CHP unit connect together asin figure 5.17.

o exhaust gas Y- exhaust
conbusti on out | et
air 0

oi

return from hot water to ot her

connect ed conponents in the
conmponent s pl ant network
engi ne
Scool i ng
wat er

Figure5.17 The complete CHP unit model.
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CHP is discussed further in the technology review of appendix 2.

5.3.2 Photovoltaics

To enable the modelling of photovoltaic (PV) components in ESP-r, the concept of the ‘special
material’ was introduced [28]] This allows PV elements of the building facade to be treated in
the same way as all other solid elements of the building fabric, while accounting for the special
power producing nature of these materials.

Building-integrated PV components are constructed of several elements: the PV material,
conductors, a binder and a casing. The PV material is the power producing element, the
conductors carry away the material’s power output, while the casing encloses the PV material
and the conducting elements, providing both protection and rigidity. The binding material glues
the whole construction together. At a fundamental level, the facade-integrated PV component
can be represented as an ESP-r multi-layered construction (see section 2.2.4): the PV material
forming one layer of this construction. It is the PV layer that is designated as a ‘special material'.

Consider the case of a photovoltaic facade element as shown in figure 5.18. This element, a PV
panel, consists of four layers of material: inner and outer glazing, a PV material layer and a resin
binder. Note that the PV layer in the panel consists of a number of solar cells, which incorporate
both the PV material and conducting elements. The individual solar cells, connected together,
are considered to be a layer of homogeneous PV material. Solar cells are described in more
detail in appendix 1.

2! Note that the special material concept isnot only used in the modelling of photovoltaic materials, it has
also been applied in the modelling of special glazing elements [18].
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Figure5.18 A Multi-layered construction incorporating a photovoltaic material.

Focusing on the layer of PV material, thisis an internal element of the construction (see section
2.2.4), which can be represented by 3 control volumes: a homogeneous layer and two mixed-
property layers (seefigure 5.18).
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Figure 5.19 PV material control volumes
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Recall from chapter 2 that the characteristic equations for these control volumes were as follows.

For the internal homogeneous e ement (nodei):

t+At
E?/%Ci N Kiivn t KD _ Ki i+1 gt _ Kii 1 rant G
0 At AX'Z l:li AX'Z 1+1 AX'Z 1-1 (AXA )
[ i i yAzi
_ Elzl%ci Kiiaa ki O K Kii-1 4 Gig
oot T ax? Lt 2 bt ot :
X U AX; AX; (AxAyAz) i

The thermophysical properties of this control volume would be those of the PV material.

For the mixed-property layers, the characteristic equation of (nodei-1) is given by

%A G, ki j-1R+20%; 4 .\ Kipi-tR+28%, O .\
At DX (DX g + DX _1)R BX (A g + DXi_p; 1 )RE
t+At
u Ki 1R+ 20% 4 Uoear 5 Ki-ai-aR+ 20, égprm G e
%ﬁxi (A% + AXi—Z,i—l)R% %AXi (A% g + DX )RE 2 (AxAyAz)i_1
_ gp. 2G1 , Kii-1R+ 2% s Ki—gi-aR*+20%_y O s
At OX (DX + DX _pi-1)R - AX (DX 4 + AXi—Z,i—l)R%_l
0 ki i-1R+ 20X O B kg R+20x_, O -1

QA |t + %A -2t :
Xi-1(8X i1 + A% _2i-1)R Xi -1 (A% i1 + A% _pj-1)R (AxAyAz)i_1

For nodei+1:
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At AXI +1(AX| i+1 T AX|+2 |+1)R AXI +1(AX| i+1 T AX|+2 |+1)R%Jrl

D kl |+1R+2AX|+1 k|+2|+1R+2AX|+1 ql+1

QA |+1(AX| i+1 T AX|+2 |+1)R% QA |+1(AX| i+1 T AX|+2|+1)R%Jr2 AXAyAZ) +1 |

The thermophysical properties of the two mixed-property volumes would be the mass weighted
averages of the PV material and resin binder (nodei-1), or the PV material and the outer glass
cover sheet (nodei+1).

In the construction of figure 5.18, solar radiation is transmitted to the surface of the PV layer

through the glass cover material. The calculation of the intensity of solar radiation incident on

the glass surface is handled by ESP-r’s solar processing algorithms. The incident radiation is a
function of the surface geometry, site location (latitude and longitude), shading and the temporal
characteristics of the climatic data at the simulation time step. Refer to Clarke [10] for more

details.

In most other construction materials (excluding phase change materials), the absorption of solar
radiation would result in a temperature rise, through the conversion of the absorbed solar
radiation to heat. The absorption of this radiation at the surface of the PV materiat hode
represented by thep,; heat injection term in its characteristic equation. However, a PV material

is regarded as a ‘special material’ in ESP-r, as not all the absorbed solar is converted to heat: a
proportion is converted to electrical energy, and transported away as electrical current in the
conducting elements. The characteristic equation of the PV material control volumes must
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therefore be altered to take account of this fact, by the addition of an extra term to account for
the production of electrical energy (e.g. for nodei+1).

E!Q[)chpiﬂ + kl J +lR + 2AX| +1 + ki+2,i+lR + 2AX| +1 D t+At
1+1
U At A)ﬂ +1(A)§ i+l + A)ﬂ +2,i+1) R A)ﬂ +1(A)§ i+l + A)ﬂ +2ii +1) RD

t+At t+At

E ki,i+1R + 2A)§+1 Egnm _ E ki+2,i+lR+ 2A)§+1 Egnm _ Gt e G p
|:ﬂxl +1(Axi J+l + AXi+2,i +1) RD I |:ﬂxl +1(Axi J+1 + A)ﬁ +2i +l) RD e (AXAyAZ)l +1

— EQ[)HleH.l + kl i +lR + ZAX +1 + ki+2,i +lR + 2AX| +1 Egt

= o+
D At A)§+1(A)§,i+l+A)§+2,i+1)R AK+1(A)§J+1+A)§+2J+1)RD '

E K iR+ 20X, Egit + E ki+2,i 4R+20%, Egit+2 + qit+1e - qit"lp
mxl +1(AXi i+l + AXi+2,i +1) RD DAXl +1(AXi J+l + AXI +2,i+1) RD (AXAyAZ)| +1

he ———"— term represents the electrical power (W) produced by the PV layer per unit

volume at sometimet. Note that thetermis of the opposite sign to the heat injection term.
Hence, when producing e ectrical power, the temperature of the PV layer would be cooler than

would occur in the situation where no power was produced.

Note that the PV component can either be transparent or opaque®. Radiation will be absorbed in
all three nodes of the transparent material. It isassumed that all power productionin a
transparent PV material occurs at the centre node of the layer (nodei). The heat injection term
would be altered in the same manner asthat of nodei+1. In an opaque PV material all the solar
energy is absorbed in thefirst (mixed) layer of material. Again power production is assumed to
occur at the homogeneous node in the PV material. Note that the PV layer is thin compared to

22 The fundamental s of PV materials are discussed in appendix 1.
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the other layersin the construction and so the relative positions of solar absorption and power
production within the layer are thermodynamically unimportant.

The previous paragraphs have shown how a PV panel can be modelled thermophysically in ESP-
r by its definition as a multi-layered construction. This allows the temperature, and more
importantly the intensity of solar radiation absorbed in the solar cell to be calculated. As will be
shown below, these quantities are required in the calculation of the power generated by the PV
eement, which in turn is a quantity required by the characteristic equations of the PV material
control volumes. The temperature, solar incident radiation and PV power output are therefore
coupling variables between the thermal and e ectrical equations of the PV material.

To calculate the power produced by the PV material, its central, homogeneous thermal control
volume must be augmented with electrical control volumes; onefor each solar cell in the layer.
The PV material therefore becomes a hybrid thermal/electrical component. Each eectrical
control volume consists of an equivalent circuit model, which encapsulates the e ectrical
characteristics of the solar cell. Thisis shown in figure 5.20.

i out put current

i ght e 2, o+
gener at ed L | I
current v Y=
di ode
current V. output vol t age

Figure 5.20 The equivalent circuit of the solar cdll.

The circuit model shown above is based on that described by Buresch [21] and many others. The
current source represents the current generated by absorption of solar radiation in the cell: the
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light generated current. The diode isincluded to provide a flow path for a diode current, which

opposes the flow of light generated current. As with the electrical control volumes of chapter 3, a
characteristic equation can be constructed for equivalent circuit by the application of Kirchhoff's
current law. The current balance equation about the electrical iode

-1, (5.83)

li is the current flowing from nodely is the diode current ardis the light generated current.
The equation for the diode current is given by

U Oev, [
lg = 1,0 - exp—ri (5.84)
4= o ™ O PhyT

l4 is the current (A) which flows in the solar cell when no light is pred&i,the voltage of

nodei, eis the charge on an electron: 216 (C) andk is the Boltzmann constant: 1,887,

Notice that the diode current is a function of the absolute nodal tempergtdyehence
temperature is a coupling variable, which links the thermal and electrical control volumas. The
term in the equation is added to account for losses caused by imperfections in the PV material
and is termed the cell ‘ideality factor’ [22].

The light generated current can be described by a linear function of the solar radiation absorbed
in the solar cell.

|, =, (5.85)

ais quantity derived from test data (explained later) and is a ratio of the solar radiation absorbed
in the PV material at test conditions and the radiation absorbed at the current simulation time
step. Notice that the absorbed solar radiation is another coupling variable between the thermal
and electrical control volumes as the term also appears in the equations for the PV thermal

control volumes.
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Substituting the equations for 14 and I into the current balance equation gives

=1 O-opEtH_ G 5.86
i_gIj eXpE,ﬂk_Ti a (5.:86)

The d.c. power output from the solar cell (W) is given by

CeV, V.q;
P =Vl =VI —eX ' —_1asw 5.87
i iti i g@‘ p%% a ( )

The output for the entire PV layer in the multi-layered construction is calculated by multiplying
theindividual cell output by the number of cellsin the layer:

O eV, (U Vq,U
P = | A i = Vifliey = 5.88
e =070 B0 0= (529)

Notice that the equation for the power output from the PV layer contains numerous unknowns:
V, a, A and |4, hence the solution of this equation requires that these unknowns are defined.

The unknown terms can be calculated if test data is available for the PV panel component: the
open circuit voltage Vo, the short circuit current |, the optimum operating voltage Vi, and the
optimum operating current | ... All the properties are measured at areference temperature of T

(K) and absorbed solar radiation flux®, g,"sv,. (W).

%% Note that in most cases the given test value for PV componentsis the radiation incident on the outer
cover of the pand at an incidence angle of 0°. For equation 5.81 the radiation absorbed by the PV material
at these reference conditionsis required. This can be calculated from test value of incident solar radiation
if the angular dependent optical properties of the PV material and glass cover sheet are known.
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Note that the previously defined equations were derived in terms of cell characteristics and not
pand characteristics. The test data must therefore be converted to cell values. Thisisa
straightforward process: for a panel with x branches of cells connected in parallel, and y cdlls
connected in series in each branch (the total number of cellsis n=xxy). Thevaluesto usein

the cell equations are as follows.

sc ImpID

and Vv, =% v ="

The extra p subscript denotes a quantity relating to the entire panel.

The test data can then be used as boundary condition information for the derived equations,
enabling the calculation of the unknown terms as follows.

For the equivalent circuit of the PV material (figure 5.20), in the open circuit conditions, Vi = V.
and |; = 0. Substituting these values into equation 5.86 gives

_ 0 Oev, .
I = lg HeXpO—"—[Hat 0 s,y - (5.89)
KT e

In the short circuit condition |, = I, V= 0 and |4= O, therefore
il P P (5.90)

Combining these two equations and re-arranging gives an expression for the unknown current,
lg, in terms of measured test quantities Vo, | and Tie:
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s . (5.91)

| also varies with the temperature of the PV material (i.e. the temperature of the nodes in the PV
material). The following equation (given in [23]) describes the change in | with temperature, in

relation to the reference temperature T

T

lgmy =2 7 Pgﬂ@}

(5.92)

Substituting into equation 5.91 gives

il H

O
s (5.93)
g eV, O '

EXp%Hlﬁ

Note that the variable o is an empirical constant, whose value varies with the characteristics of
the PV material. Buresch uses avalue of o= 10, whileavalue of o= 15 was found by
experimentation in [24]. The derivation of this valueis discussed in the next chapter.

Theideality factor A is calculated from the following equation

o
il . (5.94)

ol -1..0
Ing-=——"™g
O I, O

Finally, the variable a is calculated from
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Qi swret

a= , (5.95)

where a; is the absorbed solar radiation (W/m?®) in the photovoltaic material layer at the current
simulation time step (already calculated by ESP-r). @, " sy, IS the solar radiation absorbed at test

conditions (W/m?).

The power output for the panel (equation 5.88) can now be solved if V; is known. Very often the
power output from a PV component is controlled such that it always operates at the optimum
power producing conditions: the ‘maximum power point’ (see appendix 1). At this condition
0‘p

WI = 0. Taking the derivative of equation 5.88 with respedf, ives the following

transcendental equation for the voltagat the maximum power point:

| Lev [0 ev O
1+ L =ex O—0+—n 5.96
P D% KT £ (5.96)

The iterative solution of this equation fdrand its substitution into equation 5.88 allows the

power output from the PV element to be calculated. This can then be inserted into the control
volume characteristic equations (described previously) for the calculation of the PV element
temperature. In crystalline PV materials, the thermal and electrical equations are closely
coupled: the electrical output of the PV panel is a function of the PV layer temperature, which is
affected by the power output of the PV material. Note that the power output of the PV element is
d.c. and so before it can be injected into an a.c. electrical network it must undergo an inversion

process; this is discussed, along with an examination of solar cell physics, in appendix 1.
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5.4 Control in Integrated Simulations

So far this chapter has described the components necessary for the modelling and simulation of
eectrical and building-integrated energy systems. However, one other vital constituent of the
simulation model has yet to be discussed: control.

Control plays an important part in both the simulation of the el ectrical network and in the

simulation of the overall integrated model. The basis of control in ESP-r, the control loop [10],

was described in chapter 2. The control 1oop imposes a user-defined control action on individual
zones, plant or flow components. The operation of each control loop is dictated by a control law.

An additional layer of control, ‘global control’ (MacQueen [25]), has been added to ESP-r,
which is active at the highest level within the integrated simulation. Global control supervises
the activity of the lower level control loops, based on a high-level global control strategy.

The two levels of control form a control hierarchy and enable ESP-r to simulate many types of
building control including building energy management systems [25]. Both of these levels of
control affect the simulation of electrical power flow, as will be described in the following

sections.

5.4.1 The Action of the Control L oop on the Electrical Networ k

Control loops play an important part in the electrical simulation, as they regulate the power
demand of many of the hybrid components attached to the electrical network. Fans, pumps and
lighting can all be affected by control action. As mentioned in chapter 2, a control action
operates to bring about a user defined control objective. This is achieved by altering the state of
a controlled entity (e.g. a plant component) based on the interaction of a sensed property (time,
temperature, pressure, wind speed, daylight, etc.) and a control law. When control is used in the
regulation of the hybrid components, which supply the power flow boundary conditions to the
electrical network, it implicitly couples these boundary conditions to sensed environmental
conditions in all other constituent parts of the building model, e.g. temperatures in the zones,
plant component states, flow rates, etc.
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5.4.2 The Addition of an Electrical Control L oop

The concept of the control loop has been extended to operate within the electrical network itself,
in the form of an eectrical control loop, the principles of which are exactly the same as all other
control loopsin ESP-r. The dectrical control loop senses a state variable at a point in the
electrical network (voltage, current, real or reactive power). Based on the state of the sensed
variable, an dectrical control law acts to bring about a user-defined control objective, through
the actuation of another dectrical state variable at another point in the network. Note that the
explicit modelling of the electrical network is particularly important in this case asit is the
means by which the voltage variables necessary for the input to the control algorithm can be
calculated.

5.4.3 A Generator Voltage Control Law

As an example of eectrical control, recall that the reactive power output from the CHP unit,
fitted with a synchronous generator, was a controllable quantity; this controllability is used for
voltage regulation in power systems and a controller of this type has been installed in ESP-r. The
basis of the voltage regulation is to maintain a user-defined constant voltage at the generator
terminals (the node in the electrical network to which the generator is attached) by varying its
reactive power output to exactly meet the demands of the coupled electrical system. However,
there are limits to the reactive power output of the generator; once these limits are reached, the
voltage across the generator terminals can no longer be fixed and will float. Theform of the
control law is shownin figure 5.21.
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Figure 5.21 Synchronous generator voltage control.

5.4.4 Global Control

Theuse of control to iteratively couplethe e ectrical network solver into the overall solution
process was discussed in section 4.4. One control scenario discussed was where the electrical
network could only supply afinite amount of energy to the building: either because of tariff
limitations or because of a finite generating capacity, e.g. where the building operates a stand-
alone electrical energy generation system. When the limits of electrical power supply are
reached, the global controller would act to reduce the demand of the building by shutting off
power consuming components thereby explicitly affecting the building environmental conditions
based on set electrical energy limits. This requires the re-calculation of the building, plant and
flow network environmental states based on the new power supply conditions.

The foundations to achieve this coupling between the electrical network and the building
environmental conditions already exist, in the form of high-level level global control. One such
controller, the ‘global capacity controller’ [25], is ideally suited to the task of electrical energy
management.
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At each simulation time step, the global capacity controller supervises the state of the plant and
control loops based on user defined capacity limits; these limits can be thermophysical such as
heat output or fluid flow. The controller monitors the level of the thermophysical property and, if
the capacity limit is exceeded, acts to sequentially close down sdlected components (e.g. lights
or items of plant) to bring the level of the relevant property back within set limits.

In an eectrical context, capacity limiting would work as follows. The system power
consumption would be determined from the power imported via the reference node of the
eectrical network. If the user defined power consumption capacity limit is exceeded, the glabal
control would act to sequentially zero the output of selected control loops, shutting down the
component to which they are connected, until the monitored power consumption falls back
below the capacity limit. The overall solution for the building, at the affected time step, would
then be re-cal culated based on the new control state. This global control action is represented
schematically in figure 5.22

It should be noted that the addition of the electrical network and power producing components
opens up arange of possihilities for the development of new ESP-r control strategies, using the
range of controllable quantities (electrical power flows and state variables) calculated in the
eectrical network. This short section has only discussed a very few of these new control
possibilities, more are discussed in chapter 8.
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Figure 5.22 The global capacity controller, applied in an electrical context.

5.5 Summary

This chapter has described the various component types that have been added to ESP-r for usein
the integrated simulation of the el ectrical network and building-integrated energy systems:

» theédectrical conductors and transformers which couple the control volumesin the electrical

network;
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» thehybrid load and plant components which draw power from the electrical network, while
simultaneously affecting thermophysical conditionsin other parts of the building network;

» thehybrid and plant components can be used in the modelling of building-integrated energy
systems.

The use of these component models within the context of an integrated simulation is
demonstrated in chapter 7. However beforethis is done the next chapter describes the techniques
used to validate both the devel oped models and the electrical network solver described in chapter
3.
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Chapter 6 - Verification of the Electrical Networ k Solver and
Hybrid Model Calibration

6. Introduction

Before integration into the ESP-r environment, both the electrical solver and the component
models underwent testing and calibration respectively. The purpose of the testing process was to
verify that the solver installed in ESP-r functioned properly and gave correct results. The
calibration of the component models involved tuning their parameters so that their output
matched that measured in experiments. Note that unlike the testing process, calibration does not
verify the correctness of the model. This chapter provides an overview of these two processes.

6.1 Verification of the Electrical Solver

Judkoff et al.[1] recommend a three part testing process consisting of analytical tests, empirical
validation and inter-model comparison. Unfortunatey, in most circumstances such a
comprehensive approach to testing is not practical, due to either alack of empirical data sets,
comparable models or suitable analytical tests.

In the case of electrical systems modelling the most useful means of verification is achieved
through analytical testing and inter-model comparisons. Analytical tests can easily be devised
for the dectrical solver, while other software tools are available against which to compare its
performance. However, an exhaustive testing exercise such that proposed in [1] above must wait
until data, time and finances become available for the task.

The basic aim of the verification exercise described in this chapter was to develop confidencein
the output from the electrical solver. The electrical conductor component models, described in
chapter 5, are an integral part of the e ectrical system, and so verification of the network model
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and solver also implicitly validates these component models. The verification tests adopted for
the solver are shown in table 6.1.

Verification Method
Analytical Tests Inter-model Comparison Empirical
Comparison
Simple analytical tests were The model was tested against Thiswas not
undertaken during the predictions from other power undertaken dueto
development process. flow modelling programmes lack of available data
sets.

Table 6.1 Methods of verification used on the solver and component models.

6.1.1 Testing for Robustness

Asthe electrical network solver was to be used in a simulation environment that would subject it
to time-varying boundary conditions, a series of ‘stress tests’ were also conducted in parallel
with the verification tests. The purpose of these tests was to check the numerical robustness of

the solver to time-varying inputs, as would occur in a dynamic simulation.

6.1.2 The Verification Process

Testing of the electrical network solver was done in two stages. Firstly, during the development
process the solver was tested against simple d.c. and a.c. electrical network problems for which a
hand calculated solution was achievable. For example, consider the d.c. network of figure 6.1.
The series and parallel resistances are combined to give a single resistance(bf 16.33

Application of a power balance to node y indicates that the real power transmitted from node x
must balance the real power (W) drawn from the node:
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R, = P, =100. (6.)
The power flow (W) between x and y is calculated by

«—V
v, —(sz yv) | (62)

Py =Vylxy

therefore combining equations 6.2 and 6.3 gives

-V
y M =100. (6.3)
Z
X,y

V

solving equation 6.3 gives a voltage of 232.99V for nodey. Analysis of the network using the
ESP-r dectrical network solver gave an identical answer.

node X

240V

Figure 6.1 An example of a simple test network used for analytical verification.
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6.1.3 Inter-model Comparison

The most practical means of validating the completed network solver involved a series of

comparative tests against another power flow solver. In this case the solver used for comparison

was the validated, PC-based program, FLOW, developed by the University of Strathclyde’s
Centre for Electrical Power Engineering (CEPE). The FLOW simulation tool uses a solver based
on the Gauss-Siedel iterative method, as opposed to ESP-r's Netwton-Raphson-based solver.
The Gauss-Seidel electrical network solution method is described by both Weedy [1] and Gross

[2].

The test procedure adopted involved comparing the predictions of voltage states from the two
solvers for three different electrical networks. The three network configurations (shown in figure
6.1) represent a range of distribution system layouts and complexity, and were tested using a

range of boundary condition power flows.
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Figure 6.2 The power flow networks against which the two solvers were tested.

Examples of the results from the inter-model comparisons (for system 1) are shown in figure 6.3.
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Figure 6.3 Sample results from the comparison exercise.
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Overall, the ESP-r solver’s results were in very close agreement with those predicted by the
FLOW program, with voltage magnitudes and phase angles at each node varying by less than
1%.

6.1.4 Inter-algorithmic Comparison and Testing for Robustness

The inter-model comparison checked the ESP-r electrical solver’s ability to correctly predict the
network voltage state for both different electrical network types and a range of power flow
boundary condition scenarios. However, the FLOW solver is not configured to operate with
time-varying boundary conditions, so the ESP-r solver’s ability to predict the network state with
changing boundary conditions was not tested, though this would occur in a normal simulation.
Hence, further tests were conducted on the electrical solver, which took the form of an inter-
algorithmic comparison with time-varying boundary conditions. A form of the FLOW program’s
Gauss-Siedel solver was implemented in ESP-r, and its output compared against that of the
standard Newton-Raphson solution algorithm. This test is an important check on the stability of
the ESP-r solution algorithm, as the starting point for the electrical network solution, at any
simulation time step, is the solved voltage state from the last time step. The solved voltage
network state will therefore have a direct bearing on the next time-step solution.

Voltage magnitude

234.00 -

232.00 -

230.00 -

228.00 - —— Voltage (Gauss Siedel)

===\/0ltage (Newton Raphson)

Time (hrs)

226.00

224.00

222.00 -

220.00 T T T T
0 5 10 15 20
Voltage (V)

Figure 6.4 Example of predicted nodal voltages with time varying boundary conditions.
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Thetests described in the preceding paragraphs indicated that the solver predicts network state
correctly for different network configurations, steady and time-varying boundary conditions.
However the most rigorous test for the solver will occur during areal simulation process; the use
of the solver inintegrated simulations is described in the next chapter.

6.2 Calibration of the Hybrid Power Generating Component Models

Thetesting of these models involved comparing their output against data collected in
experimental tests of thereal component. This form of testing is generally termed as model
calibration. The calibration of the combined heat and power (CHP), heat exchanger and
photovoltaic (PV) component models was effectively a tuning process, where the model
parameters were iteratively adjusted until the output of the model matched that of the test data
from the real component. Similar, though more rigorous component calibration exercises are
described by many other authors, e.g. Bourdhouxhe et al [4].

As was mentioned previously, while the calibration of the model enables its output to closely
match that of the measured output, the process does not validate the correctness (or otherwise) of
the model. A well-tuned, though poor physical model will give correct results (within the limits
of the calibration data) though the parameters obtained from the calibration process may bear no
relation to physical reality.

6.2.1 Calibration of the CHP Engine Model with Test Data

Thetest data[5] used in the calibration of the CHP engine model gave the important
thermodynamic and electrical outputs of the component at various levels of 1oading (mechanical
work output). The tuning process used an iterative search algorithm to adjust the engine cylinder
and cooling circuit heat transfer moduli (see equations 5.62 and 5.67) until the cooling water
output temperature and the exhaust gas temperature closely matched those given in the test data.
Using simple curve fitting techniques, both heat transfer moduli were then expressed in the
engine model as a function of the loading, the engine work output. This is shown in figure 6.5.
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Figure 6.5 Heat transfer moduli derived from calibration of the CHP engine model.

Thefollowing tables show the data used to calibrate the model and the model outputs in terms of

temperatures, exhaust gas heat flow rate and primary cooling water heat recovery rate.

Electrical Primary Simulated Water flow Inlet Measured | Simulated
power output | cooling water outlet rate (kg/s) | temperature Heat Heat
(kWe) temperatures temperature (laband (°C) (jaband | recovery recovery
(°C) (°C) smulation) | “smulation) | rate (kW) | rate (kW)
0 (idling) 87.80 87.80 2.44 85.88 19.58 19.58
25 88.76 88.70 2.46 86.00 28.38 27.76
50 88.70 88.60 2.45 85.10 36.86 35.85
75 89.05 89.10 2.49 84.83 43.92 44.44
100 89.49 89.50 2.49 84.49 52.04 52.14
Table 6.2 aPrimary cooling water calibration data
Electrical Exhaust gas Simulated Gasflowrate | Calculated gas | Calculated gas
power output outlet outlet (kg/s) heat flow rate | heat flow rate
(kWe) temperature temperature (laband fromlabtests | insimulation
(OC) (OC) simulation) (kW) (kW)
0 (idling) 428.6 432.1 0.0247 12.71 12.81
25 472.6 472.1 0.0297 16.87 16.85
50 525.7 527.0 0.0350 22.08 22.13
75 579.3 578.2 0.0413 28.73 28.67
100 603.6 606.0 0.0480 34.76 34.89

Table 6.2 b Exhaust gas calibration data.
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The model calibration process described previously is useful if there is a limited quantity of
component data available. However, its mgjor disadvantage is that the derived component model
parameters are not generic and must be re-calibrated for different primary cooling circuit flow
rates differ or another engine type requires simulation.

Analytical expressions for the calculation of both the cylinder wall and cooling water heat
transfer coefficients could have been used, however this would have required access to more
detailed engine performance information than was made available in the test data (i.e. cylinder
pressures, cooling circuit configuration, etc.).

Figure 6.6 shows the tuned engine unit model output against the test data for the most important
thermal parameters: exhaust gas temperature and cooling water outlet temperatures, both are
plotted against the engine work output.

6.2.2 Calibration of the PV mode

One of the key features of the PV model, discussed in chapter 5, is the relationship between the
power output and temperature of the PV material, with the power output (in crystalline silicon
PV materials) generally decreasing with increasing material temperature. Recall that in chapter 5
avariable, g, was used in the model of the PV material (equation 5.92). ¢ affects the power
output of the PV material through its influence on the calculation of the diode current (which
directly opposes the light generated current) and therefore influences the characteristics of the
power output. This variable must be obtained from laboratory testing of the PV material and
calibration of the parameter o against the resulting test data.

Thetuning method involved iteratively changing the value of o until the slope of the PV
module power output against temperature (at constant incident radiation intensity) matched that
achieved in laboratory tests.
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The laboratory tests on the PV modules were done using a solar simulator, consisting of an array
of tungsten lamps, which gave an irradiance level of 600W/n. The modules werefitted to a
ventilated test rig from which temperatures, power output and heat recovery were measured.
Outputs from the tests included the combined efficiency of the PV module (i.e. the power output
plus recovered heat, the heat to power ratio and the power output to temperature characteristics.
More details of the tests and testing procedure are given in [11].
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Figure 6.6 Some results from ESP-r's simulations of PV panels against field trial data.
The other PV model parameters are obtained from manufacturer’s test data. Note this data is

measured at only one temperature, and so is of no use in determining temperature dependent
characteristics such @s
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The photovoltaic special material model has been calibrated against numerous photovoltaic
module (panel) types, which incorporated both amorphous™ and crystalline solar cels, thisis
reported on by Strachan [9, 10] and Clarke et a. [11] (refer to appendix 1 for a definition of
crystalline and amorphous photovoltaic materials).

The calibrated PV material models have also been integrated into ESP-r models of full scale,
outdoor PV facadetest facilities[11, 12]. The output of the model was then compared to real
thermal and electrical data collected from experiments conducted using the test facilities. The
results from these field trial comparisons indicate that the predicted electrical output from the
calibrated PV component models agreed well with the collected data (see figure 6.7). The
equally important thermal performance of the ESP-r PV model also agreed well with the
experimental data. Note that figure 6.7 shows an apparent discrepancy between the time of the
measured and simulated values. Thisis probably caused by an unintentional time shift in the
simulation output data, which has gone uncorrected®.

6.2.3 Calibration of the Heat Exchanger Components

The cooling and gas water heat exchanger models were calibrated against manufacturer’s data.
However, this data covered the heat exchanger performance in limited steady state conditions
and therefore provided no test for the dynamic characteristics of the model. There is a general
lack of suitable data for use in plant component modelling verification, especially usable
dynamic data sets, against which plant component model transient performance can be tested.

% |n amorphous silicon materials the power output tends to remain constant with temperature. A best fit
with the laboratory data was achieved by setting o to ahigh value (100), giving aflat power output to

temperature characterigtic.

% The phase shift is possibly due to the measurements being madein British summer time (BST), while
simulations are always conducted in Greenwich Mean Time (GMT).
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Testing of each model’s transient performance was restricted to comparisons against simple
dynamic situations, and some inter-model comparisons. For the purposes of verification, Aasem
[6] has installed a facility within ESP-r that allows plant components to be subjected to simple
excitations such as step inputs in temperature and flow, ramp inputs in temperature and flow,
sinusoidally varying temperatures and flow, etc. The output from the excited component can
then be compared to an analytical solution of the dynamic process or the output from another
model of the component. One such model is shown in figure 6.8: this shows the representation
of the liquid-liquid heat exchanger, when modelled using the SIMUEISKwlation tool.

A series of analytical tests were carried out on the heat exchanger components and are reported
onin[7] and [8]. Thesetests also allowed errors and numerical instabilities in the components to
be identified and rectified.
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Figure 6.7 The SIMULINK model of the liquid-liquid heat exchanger.
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Figure 6.9 shows the ESP-r and SIMULINK® model’s predictions of the temperature of the heat
exchanger cold-side node in response to a sudden step input in the hot -side temperature from
20-8C°C.
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Figure 6.9 The response of the ESP-r and SIMULINK heat exchanger models to a step change in
hot water supply temperature.

6.3 Summary

This chapter has described the methods used in the verification of ESP-r's electrical network
solver, and has shown that the predictions of the solver agree with those of a similar tool. The
verification tests also showed excellent agreement between the Newton-Raphson-based solution
algorithm (described in chapter 3) and a simpler Gauss-Siedel-based solver, when predicting the
nodal voltages in a network subjected to time varying power flow boundary conditions.
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This chapter has also described the calibration of the CHP and PV, building-integrated energy
system component models. The calibration process involved the tuning of component parameters
against experimental data, so that the output of the models approximated that of measured
reality. The PV component model was further tested against experimental field trial data, with
encouraging results.

Both the solver and component models can therefore be used, with some confidence, in full-
scale, integrated models of building-integrated energy systems. The modelling of two such
systems is the subject of the next chapter.
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Chapter 7 - Modelling and Simulation of Building-Integrated
Energy Systems. Examples

7. Introduction

This chapter describes how the theory and model development of the previous chaptersis
brought together to facilitate the key abjective of this thesis: the simulation of the thermal and
electrical aspects of building performance, specifically the simulation of building-integrated
energy systems. Two exemplars are presented in this chapter, which demonstrate the capabilities
of an ESP-r model, augmented with a power flow network, in the analysis of such integrated
thermal/electrical systems. These exemplars are:

» asmall sports centre incorporating a combined heat and power unit, supplying both the
electrical system and the hot water services,

» afactory building with a photovoltaic facade which supplies power to the building and from
which heat is recovered.

It must be emphasised at this point that the models and simulations presented in this chapter are
not intended to portray a design exercise: the current electrical modelling capability installed
within ESP-r is as yet prototypical and is not suitable for this function. The main functions of
these exemplars are to demonstrate how a model incorporating the thermal and e ectrical
domains s constructed and to illustrate the capabilities of an integrated simulation.

7.1 Modelling Integrated Systemsin ESP-r

The building-integrated energy systems described in this chapter are some of the more
complicated models that can be defined in ESP-r: they incorporate various energy subsystems,
with very different time-constants. The modelling of such varied and stiff systems (i.e. with
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elements of varying time constants) is perfectly suited to ESP-r’s flexible, modular approach to
both model definition and simulation.

7.1.1 The Definition of I ntegrated Models in ESP-r

Chapter 2 described how, in ESP-r, the complete building is modelled using a number of
integrated constituents: attributed polyhedral zones, which describe the form and fabric of the
building, and a series of superimposed networks, which describe the building’s energy
subsystems. In a dynamic simulation both the zones and networks are combined with real
climate data, time-varying internal thermal gains and detailed control information, forming a

single mathematical description of the building and its environment.

Each constituent of the building model can be thought of as a ‘layer’, with each layer adding
functionality and detail. The requirements of a particular simulation will dictate the form and
complexity of the model, with extra layers being added by the modeller as need requires. For
example, the most basic energy simulation would involve only one layer in a model, e.g. the
geometry and fabric of the building. If more functionality were required, this layer would be
augmented with air flow, CFD, plant and electrical networks, etc. The following table describes
the functionality added by the various constituents of an ESP-r model.

Model Constituent Functionality Typical Uses
the essential model “core”: basic fabric thermal energy flows,overheating and summer comfort
building fabric, climate, air, surface and fabric analysis, basic lighting studies

occupancy, idealised ventilation| temperatures, ‘free floating’
and infiltration environmental conditions driven
by climatic and internal
excitations, daylight factor
calculations, solar distribution
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+ zone based control

logically and temporally
controlled heating and cooling
input to the zones and fabric

control strategy testing,
heating/cooling loads, plant
sizing, lighting contral,
heated/cooled floor and ceiling
models

+ shading and insulation, blind/
shutter control

solar gains control, external and
internal solar shading

passive solar studies, location of
thermal mass, external shading
device studies, more detailed
overheating analysis

+ more detailed fabric modelling:

3-D conduction, non-linear
materia properties, special
materias

three dimensional conduction,
detailed fabric thermal and non
thermal (i.e. electrica energy)
flows, advanced materials

thermal bridging, detailed floor
heat flows, phase change
materias, photovoltaics,
advanced glazing studies

+ air flow network

pressure driven air flow and
ventilation, inter-zona air flow
and moisture transport, detailed
fan models

natural and forced ventilation
studies, detailed overheating
anaysis, passive/lambient cooling
strategies, e.g. night flushing

+ CFD

air velocities and momentum,
temperature distributions,
air/surface boundary layer
information

detailed forced and natural
ventilation studies, convective
heat transfer coefficient
calculations, displacement
ventilation modelling, detailed
heating/cooling sudies, atria
airflow patterns, etc.

+ moisture flow

fabric moisture transport, surface
moi sture absorption/evaporation,

interstitial condensation analysis,
mould growth prediction and
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moisture storage

anaysis, rain water penetration,
desiccant material studies

+ plant

detailed, component-based plant
descriptions, component
temperatures and energy flows

basic, uncontrolled plant
operation

+ component level control

local component-based control
loops, logically and temporally-
based component operation

detailed air conditioning systems
modelling, control strategy
andysis, etc.

+ hot water flow network

pressure driven hot water flows,
detailed pump models

detailed hot water services
modelling

+ hybrid components

power generation component
models, lighting and small power
load eectrical details

basic e ectrical energy flows and
demand calculations, basic supply
and demand analysis

+ eectrical network

real and reactive power flows
electrical energy flows, losses,
grid connection, power factors,
electrical trangmission, system
voltages and current flows

detailed supply and demand
anaysis, power systems
moddlling, building-integrated
energy systems modelling,
renewable energy systems
modelling, grid import/export

+ global control strategies

supervisory-level control, control
hierarchy, simulation-based

control

modelling of BEMS, global
control strategy modelling: peak
heat and power demand
management, controls systems
conflict resolution, etc.

Table 7.1 The added functionality from different layers of an ESP-r mode.
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Depending upon the requirements for a simulation, modellers have the choice of which of the
constituents listed in table 7.1 to use in their model, this allows great flexibility in both the types
of system that can be modelled and the level of detail to which they are defined. The modeller
can describe a building and its systems abstractly and then add more detailed layers as required.

It should be kept in mind that the larger and more detailed the model, the greater is the data input
requirement on the modeller. It is also worth noting is that as more detailed layers that are added
to the model the more expert knowledge is required from the modeller (i.e. knowledge of plant
modelling and HVAC systems or knowledge of power systems for power flow modelling).
Hence two important limiting factors on the eventual form of a model are the information
available to the modeller and the expertise of the modeller or design team.

However using a layered, modular problem description somewhat alleviates the problems
described above as the simulation model can evolve with a design, with the model gradually
acquiring more details as they become availabl e (reducing the data input burden). Also, certain
elements of the model may be defined in more or less detail, depending on whether expert
knowledgeis or is not available. This flexible approach to the problem definition is made
possible by the consistent application of the control volume in the description of every
constituent of the building model. Hence, while the model can be constructed from many
different and diverse layers (e.g. moisture flow, electrical networks, air flow networks, etc.) each
layer is based on the same elemental components: control volumes. Therefore, when the
constituents of the building model are connected together, they form a consistent mathematical
description of the building, no matter what the systems describe or the variation in the level of
detail throughout the mode.

7.1.2 Simulation of Integrated Models

ESP-r's modular simultaneous solution method is perfectly suited to complement the program’s
flexible approach to model description; it can be tailored to suit the constituents of any particular
model. As mentioned in chapter 4, the solution of the integrated system is achieved using a

unified simultaneous solution process. This is constructed from several coupled solvers, each of
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which processes a particular energy subsystem of the model in an efficient manner and at a
frequency suited to the time constant of that particular eement of the model. For example, the
plant, flow and electrical networks are usually processed at a high frequency, to suit their rapid
fluctuations in state, while the building fabric, with alonger time constant and more gradual
changes of state, can be processed at a more appropriate low frequency.

The examples that follow demonstrate the layer based modelling approach and the subsequent
use of the modular simultaneous solution process in the simulation of the integrated model.

7.2 Example 1: Combined Heat and Power in a Sport Centre

In this example, the modelling of a small sport centreis described. The building itself consists of
five main areas: areception, changing rooms, a gym, the main sports hall and a plant room at the
rear of the building. Heat and power are provided by a small-scale combined heat and power unit
(CHP) integrated into the electrical services and the hot water services.

The loads that the hot water services feed include a heating coil in a mechanical ventilation
system, which heats the supply air to various zones in the centre, and a hot water calorifier,
which links to the domestic hot water services. The plant system is controlled so that the
combined heat and power unit will run as alead boiler, supplying the base heating load of the
building during its opening hours. The major electrical loads in the building are the lighting
system, which is subject to daylight control, and the rotational 1oads (fans and pumps) in the
plant system. The electrical system of the building is three-phase a.c. and draws power from both
the CHP unit and a grid connection.

7.2.1 The Form and Function of the Model

In the modelling of this CHP-based energy system, the primary objectiveis to examine the
interactions between the energy supply from the CHP unit and the demand in the building. It is
therefore necessary to model both the CHP system and the building, particularly its heat and
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power loads, in detail. The elements of the model required to do this are described in the

following paragraphs.
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Figure 7.1 The ESP-r model of the sport centre.
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7.2.1.1 TheBuilding Geometry and Fabric

Five thermal zones are used to model the geometry and fabric of the building (figure 7.1), which
has atotal floor area of 2520m? and an internal volume of 23,500m°. The building is steel
framed with an inner layer of block work, insulation and an outer layer of facing brick. The roof
is constructed from aluminium sheeting, backed with an insulating layer. The fabric of the
building is modelled using multi-layered constructions. Note that the definition of the building
geometry also allows the calculation of the daylight factors necessary for the simulation of the
lighting control system.

Thelighting system is modelled as a hybrid load in each zone, with both the electrical and
thermal characteristics being described. Thetotal thermal and real power load for the lighting
system is taken as 12W/n¥. Thelights in the building are an inductive load and are therefore
modelled with the lagging power factor of 0.95. The lighting control in the building assumes the
lighting in each zone (except the reception where lighting is uncontrolled) is arranged in three
banks running parallel to the glazed exterior sections of the building envelope. Each bank of
lights has its own daylighting sensor as shown in figure 7.2. When the sensed daylighting level
rises above a user defined lux set point, the lighting controlled by the sensor is dimmed or
switched off. Note, the form of daylight calculation and control used in these simulationsis
idealised, Clarke and Janak [2] describe more complex lighting simulations which utilise both
ESP-r and the RADIANCE? lighting analysis program.

The thermal loading from occupants inside the building is modelled using a time varying
sensible and latent heat gain to each zone.

% Devel oped by Lawrence Berkeley Laboratories, California
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Figure 7.2 Thelighting control layout in the main hall.

7.2.1.2 The Plant and Fluid Flow Networ ks

The plant network for the building describes both the hot water services and the mechanical
ventilation system. The hot water services comprise three 35kW boiler units feeding a hot water
calorifier and the air-heating coil of the ventilation system. A CHP hybrid thermal/electrical
component (described in the previous chapter) is connected in paralled with the boiler units, this
has atotal heat output of 75kW at full load, and real electrical power output of 36kW at a
lagging power factor of 0.9.

The plant network is augmented with two separate flow networks, which describe the air flow in
the mechanical ventilation system and the hot water flow in the hot water services. Infiltration
and ventilation in the thermal zones are also modelled with the air flow network. The flow
inducing components, fans and pumps, are modelled in both the plant and fluid flow networks.
The flow components are augmented with electrical data; all are three-phaseinductive loads
with alagging power factor of between 0.75 and 0.8.
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The plant network associated with the building model is shown in figure 7.3.
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Figure 7.3 The sport centre’s plant network incorporating the CHP unit.
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Figure 7.4 Thefluid flow networks.
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7.2.1.3 Control

The majority of the control associated with the model is contained in the plant network. Firstly,
the boilers and CHP network are controlled on the hot water return temperature (as described in
[3]) using a series of on/off control loops. The set points are arranged in such a way that the CHP
unit operates as the lead boiler, with the three boiler units acting, incrementally, as backup when
required. The CHP unit shuts off when the return temperature rises above 90°C or according to
time control. The air temperature in the sports centre is maintained between 19°C and 23°C by
proportionally varying the flow rate of hot water through the heating coil using a 3-port diverting
valve. Similarly, the hot water supply temperature from the calorifier is maintained at between
50-60°C by varying the supply flow-rate from the CHP and boilers, again using a diverting
valve. The plant systemis time-controlled such that it operates during the centre opening hours
and a pre-heat period: this corresponds to an on period between 6.00 am. and 11.00 p.m., with
an unconditional off period outside these hours. The described control loops are superimposed
upon the plant network of figure 7.3

7.2.1.4 TheElectrical Networ k

As has been indicated throughout this thesis, the dectrical network is a critical constituent of the

building model, linking both the loads and CHP unit together and also linking the building to the

outside electricity grid. The electrical network of the model describes the building's three-phase
distribution system and transports the power produced by the CHP unit to the lighting, small
power and rotational loads distributed throughout the thermal zones, plant and flow networks.
The link to the external grid is used as the reference node in the solution of the electrical network
(see section 3.3.1). The grid connection is bi-directional, when the loads in the building exceed
the generated output of the CHP unit power is drawn from the grid. However, when surplus
power is generated by the CHP unit, it is exported to the grid, which acts as an infinite source or
sink for electrical power. The electrical network for the sports centre is shown in figure 7.5. The
connections between the nodes in the network are three-phase cables, the nodes in the network
represent cable junctions or distribution points for electrical power.
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Figure 7.5 The electrical network for the sports centre.

7.2.2 Simulations with the M odel

An example simulation with the integrated model is conducted over the course of awinter
design week, 9-15th of January, using climate data from the Kew 1967 standard data set,
considered typical of climate conditions in the United Kingdom.

The modelling of the sports centre requires the use of several of ESP-r's solvers: the building
solver, the plant solver, the fluid flow solver and the electrical network solver. These are used to
process systems of differing time constants. In this case the plant and electrical networks will
change their states rapidly, in the course of a few seconds. The air and surface layers of the
thermal zones will have a time constant of a few minutes, while the deeper fabric layers will
change their temperature over the space of a few hours. To cope with the stiffness of this
problem, variable frequency processing is employed, with the building zones solved every 15
minutes time and the plant, flow and electrical networks solved every 15 seconds. The high
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frequency of processing on the plant and flow networks is necessary to capture the dynamics of
the changes in the state of the plant system and its associated effects on the plant control 1oops.
The electrical network must be processed at the same frequency, as any change in the state of
power consuming components in the plant network will have an effect on the electrical system
state. Processing at the same frequency allows these power consumption fluctuations to be
captured in the power system solution.

7.2.3 Typical Output from the Simulation

The following collage shows the spectrum of results data that can be recovered from the
simulation of the integrated system. It should again be stressed that these results are intended to
beindicative of the capabilities of an integrated simulation and are not the outcome of a design
exercise.
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Figure 7.6 Samples of results obtained from the integrated CHP simulation




Analysis of the results from this illustrative simulation showed that the total heating energy
supplied by the CHP unit was 8280kWh. T he heating system maintained an average daytime
temperature of 19.7°C inthe main hall. Thetotal real power consumption of the building was
approximately 3129kWh, supplied at a lagging power factor of 0.89. Some 47kWh of this power
was required to make up resistive losses in the distribution system. The power output of the CHP
unit was 4033kWh, delivered at alagging power factor of 0.9. Around 904kWh of real power
was supplied to the grid. Note that the first two graphs of figure 7.6 show the interaction

between the lighting control and the import/export of eectricity; during the middle of the day
lighting power demand is drastically reduced, allowing the export of surplus power.

The paragraph above describes only a small quantity of the data that can be obtained from such a
complex simulation. Details of moreinformation that could be extracted from integrated
simulations and its possible uses are given in the next chapter.

7.3 A Photovoltaic Facade on a Factory Building

This example looks at a photovoltaic facade integrated into the fabric of afactory building. The
facade feeds power into the building’s electrical system, while heat is recovered from air
warmed as it is drawn though the facade cavity. The model is loosely based on the ELSA
building at the EC’s research centre in Ispra, Italy [4].

The building itself consists of two main areas: a factory and an adjacent office area. Both
sections of the building are served by a mechanical ventilation system; this heats the incoming
air to the offices and factory, attempting to maintain a temperaturé@fi2®oth areas. The

warm air from the facade is passed into a heat exchanger, which heats the inlet air to the

mechanical ventilation system.

The electrical loads inside the building consist of rotational motor loads on the factory floor and
in the plant system, and also lighting loads in the factory and office zones.
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7.3.1 The Form and Function of the Model

The main purpose of a integrated fagade simulation is to quantify the useful recoverable heat and
power from the facade. The components of an integrated model required to do this are described
in the following sections. Again, as with the CHP exemplar, the function of the exemplar is
illustrative rather than a design exercise.

7.3.1.1 TheBuilding Geometry and Fabric

The main sections of the building, the office and factory area are modelled using three thermal
zones. The total floor area of these zones is 16@@whthey enclose a volume of 125G0The
building fabric is modelled using multi-layered constructions, and mainly consists of pre-
fabricated, insulated cladding.

The lighting and small power loads are modelled using zone load hybrid components, however
unlike the previous exemplar, the lighting in both the offices and the factory space is not
controlled and is switched on and off according to a time-schedule. Small power loads and
thermal gains from equipment and occupants are calculated using time-varying profiles.

The photovoltaic facade of the building is modelled in detail, using several thermal zones to
represent the facade construction: this consists of a ventilated photovoltaic module, mounted on
top of the insulated cladding of the building facade. In total, the facade is fitted with 420
photovoltaic panels, which are modelled using multi-layered constructions consisting of an outer
and inner glazing layer, a resin binder layer and an amorphous silicon PV special material layer.
The zones in the facade model represent the air gap behind the PV modules and allow the
explicit modelling of the important energy exchanges occurring inside and at the surface of the
facade: short-wave absorption, convective exchange, long-wave radiant exchange, conduction,
etc. The stacking of the facade zones (shown in figure 7.7) allows the modelling of the
temperature gradient as the air passes up through the facade.
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Figure 7.7 The building and detailed facade mode.

7.3.1.2 The Plant and Air Flow Networ ks

The basic building mode! is augmented with a plant network that describes the mechanical
ventilation system connected to the building. This heats the incoming supply air, such that
comfort conditions in both the offices and factory area are maintained. The heating and cooling
coil inside the ventilation system are supplied from hot water and chilled water systems
respectively (these are not modelled explicitly in this example). The plant network is also used to
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describe the heat recovery system from the photovoltaic facade: warm air from the facade is
passed into a heat exchanger and used to pre-heat thefiltered air entering the ventilation system.
Thisisshown in figure 7.8. Thefansin the plant system are modelled using hybrid components,

incorporating both eectrical and thermal information.
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Figure 7.8 The plant network.

The basic building fabric model is augmented with an air flow network, which has the primary
function of modelling the ventilation air flows at the rear of the photovoltaic facade. The
network is also used to calculate the infiltration into the thermal zones and the air flow through

the mechanical ventilation system. The air flow network is shown in figure 7.9.
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Figure 7.9 Theair flow network

7.3.1.3 Control

Control in the building is associated with the heating coil and fan componentsin the plant

network. The hot water flow rates through the heating and cooling coils are adjusted using a
three-port diverting valve such that the air temperature in the offices and factory are maintained
above 19°C. The control on the supply fan is time-based such that it provides fresh air to the

factory and offices between 8a.m and 5p.m. Thefan drawing air from the PV facadeis

programmed to operate when the temperature of the air emerging from the facade is 5°C warmer

than the ambient air temperature. This creates a reasonable energy flow across the heat

exchanger and between the two air streams. The component control loops are superimposed

upon the plant network of figure 7.9
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7.3.1.4 TheElectrical Networ k

As with the previous exemplar, the electrical network is used to model the three-phase
distribution system of the building and includes a connection to the grid, which is used as the
reference node. Power from the photovoltaic facade is fed into the electrical network, after
inversion. All the lighting and small power loads in the zones and the fan loads of the plant
system are connected to the network. Thisis shown in figure 7.10
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Figure 7.10 The eectrical network with input from the PV facade.

7.3.2 Simulation

A simulation can now be run to determine the recoverable heat and power from the facade when
subjected to a UK climate. The simulation is run for a spring week from 3-9th March, using the
standard Kew climate set. As with the sports centre, the different e ements of the building are
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processed at suitable frequencies, with the plant, airflow and el ectrical networks solved at 15-
second time intervals and the building processed at 10-minute time intervals.

7.3.3 Typical Results Output from the Simulation

Sample output from the simulation is shown in the results collage of figure 7.11.
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Figure 7.11 Sample of results obtained from the integrated PV facade




Over the simulation period the power produced by the facade totalled 224 kWh, while the useful
heat recovered totalled 608 kWh. The combined efficiency of the facade was 31%, the total
heating energy consumption of the building was 1455 kWh, while 2342.4 kWh of electrical
energy was consumed in the office and factory areas. This was supplied at a lagging power
factor of 0.88. 9.4% of thereal power demand was supplied by the facade with the remainder
drawn from the grid.

Again, the information given in the preceding paragraphsis only a small fraction of that
available from the integrated simulation.

7.4 Summary

This chapter has described the modelling of two buildings using ESP-r, both of which
incorporate a building-integrated energy system. Using the components and electrical solver
developed in this thesis, both the thermal and eectrical systems of the buildings were modelled
and simulated. Some sampl e results from these simulations were presented. These two
exemplars have been installed for use on the ESP-r system for training purposes in the modelling
of integrated systems.

The building-integrated energy systems models described in this chapter are but one use of the
capabilities of the ESP-r system augmented with an electrical network and hybrid
thermal/electrical modelling components. More potential uses are discussed in the next chapter.
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Chapter 8 - Review and Conclusions

8. Introduction

This chapter reviews what has been achieved in this thesis and also looks ahead to how the work
undertaken may be improved upon. Further research opportunitiesin the field of integrated
thermal and electrical modelling are discussed.

8.1 Review

This thesis has described a means of simulating the building’s electrical energy flows as part of
an integrated analysis of the entire building energy system.

The need for the integration of electrical energy flows into building energy simulation was
brought about by a desire to model building-integrated energy systems and also by a general
realisation that electrical power flows had been overlooked in building simulation. Thinking in
terms of the building as an energy system, electrical energy flows is equally as important as their
heat energy equivalent; therefore any complete model of the building must include them.

While a means to model the electrical energy flows is a useful addition for many aspects of
building simulation (i.e. BEMS modelling, lighting studies, etc.), this thesis has concentrated on
electrical power flow modelling within the context of the modelling of building-integrated

energy systems. These systems produce high-grade electrical and low-grade heat energy for the
building; thus the modelling of electrical energy flows is required. The two examples of such
systems described in this thesis were small-scale combined heat and power and photovoltaic
building facades. Both of these technologies are cleaner (and in the case of CHP more efficient)
sources of heat and power than the alternative of local hot water boilers coupled with electricity
supplied via the grid.
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The design and analysis of building-integrated energy systems is complicated because
interactions with the building must be taken into account: the thermal interaction with the
building fabric, dectrical demand and supply profiles, the influence of occupants, climate, plant
and control, and capacity limits imposed by components. It was stated previously that an
appropriate means of evaluating and designing such a system was through the use of a computer
simulation tool that could adequately simulate all the aforementioned thermal and electrical
interactions. This can be achieved by modelling the electrical power generation and distribution
systems with therest of the building in a unified and integrated fashion.

Therefore, the objective defined for this thesis was to develop a prototype of such atool, which
would enable the modelling and simulation of building-integrated energy systems through the
conflation of electrical systems modelling with building energy simulation. The program chosen
asthevehiclefor this task was ESP-r [1].

At the commencement of the thesis, the ESP-r program could already model the complex
thermal interactions occurring between the building, the external environment, occupant
interactions, plant and control systems. The addition of a means to model the electrical energy
flows would allow the program to model both the thermal an dectrical aspects of building
performance in an integrated fashion, whilst also laying the foundations of atool for the
evaluation and design of building-integrated energy systems.

The steps required to achieve the objective of simulating the building’s electrical energy flows
and building-integrated energy systems modelling were defined as follows.

» The development of a means to describe and model the electrical energy system within the
building and a means of solving the electrical energy flows associated with it.

* The integration of this model of the electrical system into the ESP-r simulation program,
enabling the simulation of the electrical energy flows in the context of an integrated, whole

building simulation.
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* The development of component models for usein the simulation of electrical and building-
integrated energy systems.

* Thetesting of the component models and electrical network solution technique.

» The development of exemplar applications to illustrate the use and capabilities of the thermal
modelling program augmented with an el ectrical modelling capacity.

The following sections summarise how the steps outlined above have been implemented.

8.2 Thelntegration of Electrical Power Flow Modelling into ESP-r

8.2.1 Description of the Electrical System

Chapter 2 described how, in ESP-r, the fundamental means of modelling the entire building
involves describing the building and its HVAC systems as a collection of connected control
volumes. Chapter 3 extended the concept of the control volume to encompass the modelling of

the building’s electrical system. This was described using a network, consisting of a set of
electrical control volumes coupled together by electrical conductors. The description of the
electrical system as a network was consistent with the means of describing other energy
subsystems in ESP-r, such as plant, air and moisture flows.

The concept of an electrical network proved amenable to the description of different types of
electrical systems; application of the network approach to three-phase and single-phase

alternating current, direct current and mixed systems was outlined in chapter 3.

8.2.2 Solution of the Electrical Power Flows

Solution of the electrical energy flows in the network was achieved by deriving, for each control

volume, two non-linear power flow balance equations for the real and reactive power flows. The
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simultaneous solution of the resulting set of balance equations allowed the calculation of the

electrical network’s state variables (such as voltage) and the electrical power flows. A Newton-
Raphson iterative solver was developed to perform this task. The network solution requires that
boundary conditions, in the form of power drawn from and injected into the electrical network,

were known.

8.2.3 Integration into ESP-r

The power flow boundary conditions provided the means to integrate both the electrical network
and the solver into ESP-r, as they are calculated using the building model’s electrically driven
components (e.g. fans and pumps) and any building-integrated power generation (e.g. facade-
integrated photovoltaic components). These constituents of the building are also associated with
thermal phenomena (e.g. fluid flow) and so serve as a means to couple the electrical and thermal

networks.

The integration of the electrical solver into ESP-r's modular simultaneous solution approach for
the whole building model was detailed in chapter 4; this enabled the electrical network to be
solved simultaneously with the other constituents of the building model.

8.2.4 Electrical Conductor Component Models

The component models of electrical conductors, which link the control volumes of the electrical
network together, were developed in chapter 5. Models of three phase and single-phase electrical
conductors and transformers were described. The impedance characteristics of these component
models were used in the formulation of the power flow balance equations for the electrical

network.

8.2.5 *Hybrid’ Component Model Development

The concept of the ‘hybrid’ component was introduced in chapter 4 and related models were
derived in chapter 5. These provided the means of translating the electrically driven thermal
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phenomena occurring in the building model to the power flows required for the solution of the
electrical network. For example, a hybrid fan component, driving air around an HVAC network
model would draw the energy required to induce that flow from the electrical network.

Hybrid components were also developed for the modelling of building-integrated energy system
components: a combined heat and power unit and a ‘special material’, which could be used to
model both amorphous and crystalline photovoltaic components.

8.2.6 Verification

Chapter 6 described how the electrical network solver has been subjected to a series of
verification tests. In these tests the performance of ESP-r’s electrical solver was compared to
that of another power flow solution program. Both were used to model various test networks and
gave almost identical results.

Chapter 6 also described how the parameters of the CHP and photovoltaic special materials were
calibrated using laboratory data. Two heat exchanger models, developed for use with the CHP
model, were subjected to simple thermal excitations and their output compared against
analytically derived solutions and against other models; there was close agreement between all
of the models and the analytical solutions. Further tests of the photovoltaic model showed that

its predictions agreed well with experimental data taken form field trials.

8.2.7 Demonstr ation

Finally, two detailed exemplar applications were described in chapter 7. These were developed
with the aim of demonstrating the extended capabilities of ESP-r with respect to the modelling
and simulation of thermal and electrical energy systems in buildings, particularly building-
integrated energy systems. Both models are available on-line within ESP-r for use in the training

of users.
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8.3 Suggestions for Future Work

The work undertaken in this thesis represents only thefirst step in the integration of eectrical
systems modelling within building simulation. The electrical modelling capability integrated into
ESP-r as part of this thesisis only a prototype, which can be improved and expanded upon.
Some suggestions for this and possible further uses for integrated thermal/el ectrical modelling
are described in the following paragraphs.

8.3.1 Improvementsto ESP-r and the Power Flow Solver
8.3.1.1 Three-phase Unbalanced and Mixed-Phase Systems

The capability of the electrical power flow solver currently installed in ESP-r is limited to the
modelling of balanced three-phase, single-phase and direct current power systems. The ability to
model unbalanced three-phase and mixed phase systems, as described in chapter 3, remains to be
implemented.

8.3.1.2 Improved Solver Integration Using Control

With the addition of global control strategies and eectrical systems modelling into ESP-r [2],
there now exists the possibility for the development of electrical demand management control in
ESP-r. Recall that dectrical demand management was discussed in chapter 4 as a means of
further coupling the electrical solver into ESP-r's modular simultaneous solution method.

8.3.1.3 Load Models

ESP-r is currently equipped with hybrid component models of most of the major electrical loads
in the building: fans, pumps, small power loads and lighting. However this list is not yet
complete. Components such as compressors in refrigeration plant, vertical transportation loads
(i.e. lifts) and cooling towers must be added to ESP-r’s databases.
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8.3.1.4 Detailed Rotational L oad and Generator Models

The current hybrid rotational load models, described in chapter 5, are somewhat simplistic in
that both the rotational dynamics and a detailed equivalent circuit model of the electric motor are
not included. The addition of these two el ements into more detailed fan, pump and generator
models would allow the modelling of transient, e ectro-mechanical effects such as power surges
and voltage drops during motor start-up and supply frequency variation.

8.3.1.5 More Realistic Representation of Small Power L oads

Therepresentation of small heat and power loads (e.g. computers, faxes, televisions, etc.) in
simulation programs requires further investigation. Currently, the temporal variation of these
loads is represented by simplified, time-dependent profiles. Thereis a need for the development
of stochastic methods for the calculation and generation of more realistic electrical demand (and
thermal loading) profiles, particularly for larger buildings, which have large populations of these
small loads.

8.3.2 Usesfor Integrated Ther mal/Electrical Modelling

This thesis has described the application of electrical power flow modelling in the context of the
modelling of building-integrated energy systems. However, the network-based approach used to
model these systems is applicable to any type of electrical system, not just localised power
generation. Hence, the scope for modelling combined thermal and electrical systemsislarge.
Situations where the modelling of both the building’s thermal and electrical systems could be
beneficially deployed are outlined below.

8.3.2.1 Control

Perhaps the richest area for exploitation using integrated thermal and electrical modelling lies in
the field of control. The addition of electrical power flow modelling adds a new range of
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variables (voltage, power flow, current, etc.) around which new control laws can be devel oped.
The example of a generator voltage controller has already been given in chapter 5.

Another example of where control could be applied in the power generation processisin

optimising the efficiency of inversion from a PV facade. If multiple inverters are used in this
process the number of active inverters can be controlled so that each operates at high loading and
high efficiency: inverters can be switched on or off, using a controller, as the power output from
the facade rises and falls with time.

As mentioned in chapter 4, control can be used to represent electrical safety devices such as
fuses and switches, which act to cut off the electrical supply to overloaded system conductors.
Also, if minimum and maximum operating voltages are incorporated into the hybrid components
attached to the electrical network, control could be used to model the effect of these
component’s safety devices, shutting them down if the operating limits are exceeded.

Further developments in interaction between energy pricing (especially electricity pricing),
demand, increasing flexibility in the electricity market and controls may play an increasingly
important role in the energy supply to buildings. For example, one system already operational in
France [3], uses the price of electricity to affect the control and electrical energy consumption of
domestic heating systems. The temperature set point of the system is reduced at times of high
electricity prices, which also coincides with periods of peak demands. Such tariff-responsive
building controls may well become reality in the UK commercial and domestic sectors. Building
simulation tools equipped with an electrical modelling cédipaimay be used in the simulation

of this from of energy demand management.

Finally, returning to building-integrated energy systems, integrated simulation could be used in
the testing and development of advanced control algorithms, which match the demand of the
building to the supply of the integrated generation system. Such a system would be responsible
for making most efficient use of heat and power, minimising energy usage conflicts (e.g.
between lighting, daylighting and cooling), scheduling energy storage, limiting energy demand
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and controlling energy supply. In effect, the control described herewould be a global energy
management system, managing both the supply and demand of energy in a building.

If the advanced control systems mentioned above are to be designed correctly, it will be

necessary to model the interactions between the building’s electrical system and its energy and
environmental performance. The explicit representation of the electrical system in an integrated
model is therefore vital.

8.3.2.2 Autonomous Renewable Energy Systems

Integrated thermal and electrical modelling can be extended to the simulation of all scales of
energy systems, including larger-sized systems, which consist of more than one building and
power generation source; an autonomous renewable energy system is one such example. The use
of a building simulation tool in the modelling of renewable energy schemes is discussed in [4]

and power flow modelling is applied to the modelling of a wind energy conversion scheme in

[5]. Note that in most large-scale renewable energy simulations, the electrical demand is

modelled as a simple profile. The advantage of including the building in a renewable energy
system model is that the heat and power demands are explicitly calculated, and will vary as
functions of time, climate, control and user interactions. For this size of model, the electrical
network describing the building distribution system would become part of a larger network.

The generator voltage controller, discussed in chapter 5, would play an important part in the
simulation of autonomous energy systems. This control algorithm would be required to maintain
the voltage levels throughout the system as the supply from the connected renewable sources and
power demand vary with time and environmental conditions. Note that voltage control is only
possible if the electrical network of the system is modelled explicitly. This form of control could
also be used in the regulation of back-up generators, with the back-up capacity being switched

on as supply voltage drops with increasing load.
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8.3.2.3 Electrical Systems Design

Currently, building simulation programs are used in the design and evaluation of the fabric and
environmental systemsin buildings. The inclusion of amodel of the electrical system opens up
possibilities for some aspects of electrical systems design to be accomplished within the context
of abuilding simulation. Examples include estimating the loading on cables, the balancing of
phase loading in larger buildings and the sizing of capacitor banks for power factor correction.
Note that if more detailed, dynamic e ectro-mechanical models of electrical equipment are
integrated into ESP-r (see section 8.3.1.4), the sizing of cables, fuses and switches could also be
undertaken within an integrated energy simulation, through the calculation of peak transient
loads in the relevant network eements.

8.4 Per gpective

With the addition of electrical systems modelling into a building energy simulation tool, the
modeller now has the ability to perform a total evaluation of the energy and environmental
performance of a building, encompassing all the important energy flows: high grade el ectrical
and low grade thermal. Total building energy analysis will become increasingly important as
buildings increase in complexity, incorporating more advanced materials, technol ogies and
control and, as more stringent environmental performance criteria force designers to improve the
performance of their creations. This improvement in performance will be required both in terms
of energy consumption and occupant comfort.

Part of the solution towards improving the performance of the complex entities that are buildings
is through the increasing use of technology in their design. One of the problems in the building
design process has being a reluctance and fear on the part of designers and engineers to explore
and encourage modern design techniques such as simulation. This conservatism has maintained
a somewhat primitive approach to the design of what is a complex energy system and has
contributed to the poor performance of many of the buildings in existence today.
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However, ssimulation too, must evolve to improve the accuracy and realism of modelling, and
also to take advantage of the ongoing advances in computing technology and applications. To an
extent this has happened, with simulation entering areas that were, until recently, untouched or
regarded as too complex to explore. For example, the capahilities of the ESP-r tool have been
expanded in recent years to include such diverse functionality as microscopic thermofluid
simulation [7,8], fabric moisture flow [9] and mould growth prediction [10].

While many areas of simulation remain to be fully developed and explored, it is hoped that the
work undertaken in this thesisis a small step in the continuing evolution of building simulation.
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Appendix 1 - Photovoltaic Technology Review

A. Introduction

Photovoltaic materials produce electrical power from sunlight. The basic component of
photovoltaic power conversion is the solar cell. The amount of dectrical energy produced is
dependent on theintrinsic properties of the solar cell and the availability and intensity of solar
radiation.

A.1 Solar Cedlls

Solar cells are most commonly fabricated from silicon, however other materials such as
cadmium and gallium may also be used. Silicon is a semiconductor material that is tetravalent,
i.e. group IV of the periodic table. If silicon is doped with ions from a group |11 material it
becomes an acceptor (p-type), when doped with a group V material it becomes a donator (n-
type). The p-type material is said to have a surplus of holes (rather than a deficit of electrons).

The most common solar cdl is basically a p-n junction, where the p-type (positive) and n-type
(negative) materials are doped semiconductor(s). The p-n junction is a boundary in a
semiconductor material where aregion of eectron depletion neighbours aregion of eectron
surplus. A region of opposing chargeis present in the areas of p and n-type materials (seefigure
A.1) which are adjacent to the junction. Thisis known as the depletion region. In a state of
thermal equilibrium an eectrostatic potential exists in the depletion region, which prevents
eectrons diffusing from the n-type to the p-type material.

Four types of silicon semiconductor device are in use: monocrystalline, polycrystalline, thin film
polycrystalline and amorphous. Monocrystalline silicon has a highly ordered atomic structure
and cells made from it have the highest photovoltaic conversion efficiencies (18%).
Polycrystalline silicon consists of many crystalline grains; the conversion efficiency of a solar
cell manufactured from polycrystalline silicon is around 13%. Thin film polycrystalline devices
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have a lower efficiency (11%). Amorphous silicon has a random atomic structure and solar cdls
constructed from this form of silicon have a conversion efficiency of around 6-8%. The
conversion efficiency of amorphous PV materials tends to decay over time.

sol ar cell depl eti on region

N
p-type material (hole n-type materi al
sur pl us) (el ectron surpl us)

Figure A.1 A p-n junction

A standard solar cdl istypically cut from alargeingot of monocrystalline or polycrystalline
silicon and is typically between 200 and 400 microns thick. The thickness of the wafer is largely
determined by the manufacturing process, however a minimum thickness of around 100um s
required to ensure that the majority of the incident above-band-gap photons (defined in section
A.1.2.3) are absorbed. The wafer has metallic grids deposited on each side, which act as
electrical contacts and allow current liberated by sunlight to flow away from the cell.

Thin film amorphous silicon cells are created using an amorphous, silicon-hydrogen (Si-H)
aloy, which has amuch greater ability to absorb photons than crystalline silicon. The
semiconductor material used in the cell can therefore be much thinner (e.g. 1um). The normal
process of production is sputtering of the Si-H alloy onto a substrate. Common substrates
include glass and metals. The Si-H alloy is doped with phosphorous and boron to create n and p-
type materials respectively.
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Thin film crystalline silicon is created by precipitating the growth of a thin silicon layer on top
of molten, saturated solution of tin and silicon. Thisis done through controlled cooling. The
resulting layer is 2-3 um thick. Texturing of the surfaces of a cell constructed using thin-film
silicon ensures that the path length of light through the cell is up to 20 times the cell thickness
(dueto multiple reflections), thus ensuring that most of the incident photons are absorbed.

A.1.1 Solar Cell Physics

Thefollowing section provides a condensed review of solar cdl physics and also explains the
basis for the characteristic equations of the photovoltaic special material of chapter 5. For a
comprehensive view of solar cell operation and photovoltaic systems the reader isreferred to
standard texts such as [1]. Note this section only deals with simple p-n junctionsin a single layer
of semiconductor (homojunction). Heterojunction cells (i.e. junctions of two different
semiconductor materials) are not discussed. Multijunction cells are discussed in section A.1.2.3.

In order for acurrent to flow in the semiconductor material, electrons in the valence orbitals
(which form the bonds between the atoms) must be promoted to a higher energy level so that
they are capable of conduction. The energy required for thisis achieved by the absorption of
photons of light. The amount of energy required for a valence electron to jump to this higher
energy level is known as the band gap energy, E;. Thisisan intrinsic property of the material
(e.g. crystalline silicon has a band gap energy of 1.12 eV, while that of amorphous silicon is
around 1.75 eV). Liberation of the eectron involves the transition of the electron from a ground
state to an excited state (capable of conduction).

Electrons at or around the ground state energy level are said to be in the valence band (the
energy level associated with valence electrons), while electrons at excited energy level arein the
conduction band. These energy levels are denoted by E, and E,, respectively. The band gap
energy is given by the difference between them.

Eq=E.-E. (A.1)
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Theliberation of an electron can be also be achieved by thermal excitation.

Theliberation of an electron creates a corresponding vacancy in the valence band known as a
hole. Electrons and holes are the charge carriers in the semiconductor material (i.e. the source of
eectrical current). In p-type materials the holes are the majority carriers, whilein n-type
materials eectrons are the majority carriers.

A.1.2 The p-n Junction

The following section describes and explores the properties of the p-n junctionin a
semiconductor material, firstly in a state of equilibrium, then exposed to an external potential
and finally acting as a solar cell (when exposed to a light source).

A.1.2.1 The Unilluminated p-n Junction

In a state of thermal equilibrium, the fraction of electronsin the conduction band is given by

equation A.2
EV

n. = [n'(E)f(E)dE (A.2)
E

C

n'(E) is the number of quantum states per unit volume of material, and is given by the

expression

n'(E) = 4rh~3(2m)*°E®®, (A.3)

where h is Planck’s constant (6.820%Js) andn s the mass of an electron (9x10* kg), E is

the energy level (eV).
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f(E) isafunction giving the probability distribution of eectrons entering the conduction band
(and holes entering the valence band), which is described by the following expression.

f(E)= exp@'i%”@. (A.4)

M represents the Fermi energy (J), the apparent energy level from which the majority carriersin a
p or n-type material are excited into the valence or conduction bands respectively (seefigure
A.2); k isthe Boltzmann constant (1.38x10JK), while T is the temperature of the PV material
(K).

Substituting equations A.3 and A.4 into equation A.2 gives

E
v _ E —_
ne = Ej477h 3(2m)15EO-5expW§jE. (A.5)

Evaluation of the integral in equation A.5 gives the following expression for n..

Ec(p) - u(p)Q
kT O (A6

N = N¢ expé'_
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N, is a temperature dependant property called the conduction band effective density of state[1].

p-region n-regi on
E.(p)
E Ferm energy AE\ E.(n)
e level p \’
r
g
y [E(P)
E.(n)
P (|
0 ¢(p)
t
e
j[] A¢ = eAE,
i
a
I
¢(n)

Figure A.2 The electrostatic properties of a p-n junction.

Electrons thermally excited into the conduction band of the p-type material can flow freely into

the n-type material. Thesize of this current, 1, (p) (A), is proportional to the number of

electrons in the conduction band of the p-type material, the constant of proportionality, a, the
value of which is dependent on the electron mobility and the gradient of the electrostatic

potential.

249




The generation current is given by

lo (P) =aNCexp§_E°(F:3r_ H( p)@ (A7)

In the n-type material, electrons in the conduction band must overcome the electrostatic energy
barrier AE, (J). The fraction of electrons capable of surmounting this barrier is given by the

following equation.

Eq(n) - () - AEo ]

g
nC(n): NCeXpE KT

(A.8)
Looking at figure A.2, the electrostatic potential barrier, AE,, can be substituted with

E.(p) — Ec(n). The expression for the current flow from the electrons excited into the

conduction region of the n-type material can therefore be expressed in the following form.

O Ec(p)—p(n)Q

lo (N)=a'N¢ expETE. (A.9)

This current is known as the recombination current and flows in the opposite direction to the
generation current. Under conditions of thermal equilibrium a = a’. The net eectron current in

the system is given by the addition of the p-type and n-type currents.
=l (p)+1p(n). (A.10)

A.1.2.2 The p-n Junction Subjected to an External Potential

Under isolated conditions there can be no imbalance of currents in the depletion zone and the
sum of the generation current and recombination current is zero. However, when a potential

energy barrier Eqy isapplied across the junction (caused by the parallel connection of an

external voltage) it is no longer in equilibrium and the generated and recombination currents no
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longer equate. For anegative Egy , the potential barrier that the electrons in the n-region must
overcome is increased and the current |1, (n) decreases exponentially. In this case the net
current |~ approaches |, (p) . For apositiveEgy the current 15 (n) increases exponentially

with the external potential. In both cases 1, (p) remains unchanged, it being dependant upon

the small number of eectrons thermally excited into the conduction band in the p-material. This
current is temperature dependent.

The Fermi energies within the p-n material change when the external potential is applied such
that they are no longer in equilibrium; the following equation applies.

H(p) — p(n) = —AEg - (A.11)

Re-arranging equation A.11 to an expression for x(n) and substituting into equation A.9 gives

the following expressionfor 1, (n).

- G- Ec(p) —AEgq + 1(P)A

l5 (n)=-aN¢ expi—* kTe"‘ ul (A.12)
Substituting equation A.7, this can be simplified to,

- - AEs: [

lo (M) ==l (P)expE— = (A.13)

Substituting equation A.13 into equation A.10, the net electron current in the conduction band,
per unit volume of PV material, can now be expressed (for the non-equilibrium state):

5 =-15 (e et -1 (A14)

251



For any p-n junction the flow of electronsis only possible if thereis a corresponding flow of
holes. The excitation of an electron into the conduction band in both the p and n materials

creates corresponding holes. These hole currents, 14 (p) and 14 (n), can be expressed by a

similar set of equations aswere derived for electron currents. Therefore, thetotal current | across
the p-n junction is a summation of the electron and hole currents:

=15 +1g. (A.15)

Thetotal current I, in a unit volume of PV material, is given by

| =1 (p)EapQA%M@—lﬁ. (A.16)

Thisis called the Shockley equation and characterises the p-n junction under unilluminated
conditions. The unilluminated current flow in the p-n junction is referred to as the diode current.

A.1.2.3 The p-n Junction Exposed to Light

As stated earlier, liberation of an electron from the valence band can be achieved by the
interaction of a photon with the electron. The jump from the ground state to the excited state
liberates one (and only one) electron-hole pair and requires the absorbed photon to have an

energy of

hv>E,, (A.17)

whereh is Planck’s constant: 6.626x¥0Js and is the frequency (Hz). If a photon has an

energy greater thef,, it creates an electron-hole pair with an energy of greatei&han

however the excess energy is soon dissipated as heat. Obviously, photons with a frequency less
thanEg/h will not liberate an electron-hole pair. This creates a fundamental efficiency limitation

in all photovoltaic conversion devices: only a fraction of the photons absorbed in the
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photovoltaic material will have a frequency greater than Ey/h (so-called above-band-gap
photons) and much of the energy from the above-band-gap photons is wasted as heat.

Note, stacking two or more different layers of thin film layers, each with different band gap
semiconductors, can increase the efficiency of photovoltaic conversion. Usually thetop filmisa
high band gap material, while the subsequent layers have sequentially lower band gap energies.
With this type of cell a greater proportion of the incident photons are captured. Also, photon
capture occurs in layers with appropriate band gaps; with high energy photons captured the
upper layer and the lower layers capturing the non-absorbed, lower energy photons which pass
through the preceding layer. This reduces the thermal losses from the capture of photons with
energy levels greater than the band gap.

Exposure of the p-n junction to light ends the state of equilibrium in the junction as alarge
number of electron hole pairs are created as well as increasing the number of thermally
generated pairs. The photo-induced current, I, flows in the opposite direction to the current
defined by equation A.16. Thetotal current flow in aunit volume of PV material exposed to
light, across an external potential drop, is given by

0 [AE 0
| =11 (p)BaxpEk—_?d%—lH. (A.18)

The p-n junction exposed to light is in a ‘forward-biased’ condition, where the vast majority of
the electrons-hole pairs will be created through photon absorption so that

s +1(p)>> 1 (n).

The value ofl ¢ is dependent upon the proportion of the incident light that has a frequency
capable of exciting electrons into the conduction Bgng. Other factors which affect the level
of light current generation include the fraction of light, of wavelehgttbsorbed by the PV
material, 1-RX) (where RJ) is the quantity reflected), the radiation intensigV/m’), and the
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intrinsic semiconductor material properties. |4 can be expressed in terms of the spectral

response of the solar cell:

A=00
lg = A_[gF(/\)[l— R()|SR(A)dA . (A.19)

The spectral response of the cell at a particular wavelength A of incident light is defined as

- 1x(d)
KR(A) = X : A.20
) qF ()1 - R(A)] 20

where |4 is the measured current produced by the solar cell when exposed to light of wavelength
A and intensity q. The spectral response is defined as the ratio of the number of liberated carriers

leaving the solar cell to the number of photons entering.

A.1.3 Cdl Characteristics

The output of a solar cell depends upon several factors: the properties of the semi-conductor

material, the cell temperature (in the case of crystalline silicon cells), ‘light soaking’ effects (in
amorphous silicon cells) and the nature of the external loads the cell supplies. The combination
of these factors gives rise to the characteristic operating curves, of generated current against the
output voltage for the solar cell. Typical examples are shown in figure A.4.
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Figure A.4 Characteristic |-V curves for a solar cell.

A.2 Photovoltaic Panels

The photovoltaic pand consists of a number of solar cdls connected in a series and parallel
configuration. The cells are encapsulated in a tough rigid structure containing the electrical
contacts and circuitry required to remove the liberated el ectrons to an external circuit. The
current output of the panel is dictated by the number of paralle connected cell branches, while
the panel output voltage is determined by the number of cells connected in series.

The output of the PV panel is direct current (d.c.). Asoutlined in the previous sections, the
current magnitude is dependent upon many factors including radiation intensity, cel
configuration and connected load. The maximum power output of the cell occurs at the knee of
their characteristic I-V curve (figure A.4).
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A.2.1 Power Conditioning

To ensurethat the pand operates at the maximum power point, and hence efficiency, the
maximum power point must be tracked, thisis done by a dithering technique, where once every
few seconds the current from the cellsis increased or reduced until the maximum power output
point is attained. The technique is known as maximum power point tracking. The maximum
power point tracker effectively acts asa pseudo load for the solar panel, the characteristics of
which are adjusted so that the cells in the panel operate at their maximum efficiency.

The d.c. power output of the PV panel or array of panels is suitable for such purposes as battery
charging or supplying aresistive |load. However, if a.c. dectrical components are to be supplied
with power and/or the PV system is connected to the grid (see section A.3.1), the power output
of the PV source must beinverted. Inversion involves the conversion of the d.c. output to a.c.

A devicecalled an inverter is used to convert the d.c. output of the photovoltaic array to an
alternating waveform. Three types of inverter arein used: variable frequency inverters (used for
stand-al one pumping applications), self-commutating, fixed frequency inverters and line-
commutated fixed frequency inverters. Only the latter two types are suitable for usein building-
integrated PV systems.

Self-commutating inverters require paralleling control equipment to maintain a synthetic output
a.c. waveform at a frequency suitable for connection to the grid. Line commutated inverters
(e.g. aswitch-mode, pulse-width-modulated inverter) use the grid current waveform as a
reference against which to invert the PV output current. Clearly, line-commutated inverters
cannot be used in stand-alone systems, as they cannot operate without a grid connection.
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A.3 Thelntegration of PV into Buildings

A.3.1Integration into the Building Fabric

European Commission and the UK Energy Technology Support Unit (ETSU) studies [2, 3] have

identified the integration of PV materials into the building structure as one of the most cost

effective means of utilising this form of renewable energy. The reasons for this are that capital
costs are reduced, dueto fact that the PV is an integral part of the structure and hence the cost of

cladding and displaced materials is saved, while land and support structure cost are avoided and

transmission losses are minimised.

There are several methods of PV integration into the building structure, these are outlined in

figure A.4 and table A.1

Installation type

Advantages

Disadvantages

Stand-off mount

good panel cooling

support structure isrequired,
penetration through structure for
cable access, heavy wind loading
possible

Direct mount

building structureis array
support, cables not exposed,
panels displace facade materias

cooling problems, poor accessto
terminals, corrosion problemsin
wet climates

Integral mount

panel formsan integral part of the
structure, panel's can be mounted
into structure in the same way as
glazing, free access to wiring and
terminals

provision of necessary interna
air-circulation for cooling
purposes

Under-glass mount

cheap and easy to install, easy
access and good cooling
performance

reflection losses, support
structure shading effects

Table A.1 Summary of the advantages and disadvantages of different PV panel mountings.
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Figure A.4 Photovoltaic pane mountings for building integration.

The most common and suitable type of mounting for new-build is theintegral mounting. Here
the PV panel forms part of the facade, with the PV panels having the same dimensions as the
facade glazing e ements. Modern building-facade compatible PV panels are constructed of a
glass-resin-glass sandwich with the PV cells set between the outer glass layer and theresin. The
glass used in the panel is usually low iron, to cut down on absorption of theincident solar
radiation. The solar cells may also be treated with an anti-reflective coating, maximising the
amount of solar radiation absorbed by them.

A.3.2 Grid Connection of Building-I ntegrated PV

As was mentioned in Chapter 1, one of the attractions of building-integrated energy systemsis
the possibility of exporting power to the grid. This section looks at the options for the grid
connection of PV facades and the export of (suitably conditioned) a.c. power. Note that the
discussion hereis also applicable to CHP systems.
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A key issuein grid-connected buildings is that of metering, as it effects both the mode of
operation and the economic feasibility of aPV (or CHP) system. Note, issues relating to power
quality and safety are out-with the scope of this thesis. Two metering scenarios are possible: bi-
directional metering or single-metering. With bi-directional metering, power exported to the grid
will cause the meter to run backwards. Therefore, with this type of meter, the financial value of
electricity generated by the building-integrated system is the same as imported el ectricity.
However, this situation does not occur in the UK, where single metering is required: one for
exported power and onefor imported power. The price paid for the exported power is less than
that charged for imported power (typically exported power has 1/3 the value of imported power
[4]). Inthis situation it is therefore economic to use all generated power within the building to
offset imported power. This resultsin most UK building-integrated PV systems being designed
to meet only internal building loads.

A.3.3Heat Recovery from PV Facades

One of the problems with the integration of PV materials into the building structure is the low-
efficiency and high cost of the photovoltaic elements. Seasonal efficiencies of 12% have been
calculated for crystalline silicon pands (compared to flash test efficiencies of over 18% in some
cases). It is obvious that the operational efficiency falls short of that obtained in the laboratory

[5]. Thislower efficiency results from several factors. Incident radiation intensities are usually

lower than the test values of 1000 W/m?as atmospheric absorption of the solar spectrum reduces

the available solar radiation below this value. Also, the incident radiation is often not

perpendicular to the plane of the facade containing the PV arrays, further reducing the intensity
on the cells. Cell temperatures are often higher than the laboratory test valu#s, sb2hat

the diode current, which opposes the light generated current, is higher than in test conditions,
reducing the output current.

The result of the lower operational efficiencies of PV arrays is that their payback period
becomes longer and they become less financially attractive to building owners and designers.
One method of boosting the operational efficiency of the PV facade is to recover heated air from
the rear of the panels. This boosts the efficiency of the facade in two ways. Firstly, recovered
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heat can be fed into the building during the heating season (effectively the facade acts as a solar
combined heat and power system) secondly, the cell temperatureis reduced, increasing the
electrical efficiency of the array.

The effect of the recovery of heated air from therear of the facade is to greatly increase the
efficiency of the PV facade. Simulations have indicated combined efficiencies of up to 44% are
possible during the heating season in some climates [5]. The efficiency of the facade system will
be greatest when all the heat can be of use in ventilation pre-heat, or direct heating. The
temperature of the air recovered from the back of the panels can be as high as 60°C.

The direct displacement of building heating energy consumption due to facade heat recovery and
the resulting (slight) increase in electrical output act to improve the economic viability of
building-integrated PV.
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Appendix B - Small-Scale Combined Heat and Power
Technology Review

B. Introduction

Small-scale Combined Heat and Power (CHP) is a well-established technology in the UK and
world-wide. The engine drives a generator, which produces power for the building electrical
loads, while waste heat from the engine is recovered to produce hot water for usein the building
services. CHP units vary in size from 18kWe (electrical output) to over 1 MWe and usual heat-
to-power ratios arein theregion 1.75:1. The overall efficiency of a packaged CHP unit isin the
order of 80%. Typically, about 30% of the fue energy is converted to mechanical work output ,
while around 50% of the remaining fuel energy is recovered as hot water. The energy flows
associated with a combustion engine small-scale CHP unit are shown in figure B.1
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heat exchanger 100% fuel supply
|—| fl t U (gas/ di esel)
. . power
o j engi ne unit @ |:> out put
od . rvvvw] 25%
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o ?/\MA/\)L
«——
—

cool water
coolTng wat er return
heat exchanger

Figure B.1 CHP unit energy flow paths.
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By the end of 1993 nearly 1000 units were operational in the UK producing 3000MWe[1]. The
current UK government strategy is to encourage a further 2000MWe of new CHP capacity over
the period 1995-2000.

B.1 The Components of a CHP System

The main components of a small-scale CHP system are as follows.

e theengine

» thegenerator;

 the heat recovery system (cooling water and exhaust gas heat exchangers).

B.1.1 The Engine

The engines used in packaged CHP are usually spark-ignition gas or dual fue engines, derived
from industrial or mass-produced automotive models. Larger CHP units may use a gasturbine,
but the principles of CHP operation remain the same. The most common fuels are biogas or
natural gas. Diesel is usually only an attractive fuel option if already used on site: it produces
appreciable quantities of particulate that tend to foul the exhaust gas heat exchanger.

Engine sizes for small-scale CHP systems can vary from around 25kWe output to very large
diesdl or gas turbine units >500kWe. Generally, the engines run at a multiple of the grid
frequency (50Hz), e.g. 1500 rpm.

A typical internal combustion engine unit engine will run with a jacket temperature of 120°C and
an exhaust gas temperature of 6500C. The mgjority of heat is recovered from the exhaust gases.
Thetemperature at which the engine runs is dependent upon a number of factors including
engine speed and the fuel type.
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The engineis required to supply atorque, T, (Nm), to the generator. Under steady state
conditions (the conditions prevailing for the vast majority of the time) this torque is balanced by
an electrical counter torque, T.. With a constant engine speed the fuel consumption will vary
linearly with the torque requirement.

B.1.2 The Generator

The basic components of the generator are the rotor and the stator. Therotor is the component
driven by the mechanical torque from the prime mover, (i.e. the engine). The stator isa
stationary component that houses the field windings out of which the generated current flows.

The generators in packaged CHP units generally have a 3-phase alternating current output at
415V (line-line voltage), with a power output typically in the range 15kWe and upwards. Two
types of generators can be used on CHP units: synchronous and asynchronous.

Synchronous generators are self-excitating, i.e. they do not rely on an external power source to
energise the stator field windings. The magnetic field necessary for the induction of the current
flow in the stator windings is induced by supplying a d.c. excitation current to the rotor, thisis
supplied via dlip rings or brushes. The generated frequency is dependent upon the speed of
rotation of therotor, w, and N the number of magnetic poles on therotor. The generated

frequency is given by the following expression.

«N
f="_. B.1
4 (B.1)

The output of the synchronous generator is a complex power with a real and reactive component.
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Asynchronous (or induction) generators can operate either as motors or generators and require
an external source (typically the grid) to provide reactive power for the creation of a rotating
magnetic field in the stator windings®. If the speed of the rotor is less than the speed of this

rotating field in the stator, i.e. w < wsgq , then the machine operates as a motor and real and

reactive power are absorbed. If an external forceis applied to therotor, causing it to rotate faster

than the rotating stator field such that w > wyigq , then the current flow in the stator windingsis

reversed and real power flows out of the stator terminals. The induction generator still absorbs
reactive power to maintain the rotating stator field. The difference between the rotor speed and
the stator field speed is known as the slip. The rotor in an asynchronous generator will always
rotate at a greater speed than the synchronous speed when generating power. The amount of
power generated from the asynchronous generator is a function of the dlip, thisis discussed
further when control of the generator power output is considered.

B.1.3 Heat Recovery System

All CHP units recover heat from two main areas: the engine coolant water and the exhaust gases.
Heat outputs for small-scale CHP units range from 39kW to 1,200kW and are typically twice the
eectrical output. The maximum operating water temperatures are roughly similar to low
temperature hot water (LTHW) systems at approximately 75-90°C.

Two types of heat exchanger are required on the CHP system: the jacket cooling water heat
exchanger and an exhaust gas heat exchanger. The cooling water heat exchanger is usually of the
shell and tube or plate variety, while the exhaust gas heat exchanger consists of banks of finned
tubes, containing the cooling water over which the exhaust gas flows at a temperature of 500-

2" Note that in synchronous generators the field rotates with therotor, in asynchronous machines the field
rotates on the stationary stator asthe currentsin the stator windings change direction.
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650°C. Around 60% of the heat transferred to the cooling water is recovered from the engine
jacket, with 40% recovered from the exhaust gas heat exchanger.

B.2 Control of CHP Systems
B.2.1 Temperature Control

Control of aCHP unit is applicable in two area: control of the thermal output of the unit and
control of the eectrical output of the generator. Of the two, the control of the thermal operation
of the unit is more common and is crucial to the CHP unit’s efficient operation.

Thermal control of the unit is based on the heat demand with or without reference to electricity
demand and is similar to the control of a conventional boiler (temperature based). The normal

control strategy is to run the unit at full load for as long a period as possible, with the CHP unit
effectively running as a lead boiler in preference to the back-up boilers in the building’s heating
system. This ensures that the CHP unit runs for as many hours as possible during the day.

It is common to control the CHP on the hot water return temperature with the supply temperature
allowed to float, enabling the CHP unit to supply the maximum quantity of heat to the
circulating cooling water.

B.2.2 Control of Power Output

It is also possible to control the electrical output of the generator unit in relation to variation in
electrical demand. Control of the electrical output of both synchronous and asynchronous
generators is discussed below.
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Figure B.2 Per-phase equivalent circuits of synchronous and asynchronous generators

Referring to the per-phase equivalent circuit of the synchronous generator (assuming balanced
operation), the complex power (VA) supplied to the system by the generator is

S=VI'.

Apply Ohm'’s law and replacinigin equation A2.2 gives

(B.2)

(B.3)

Noting that the terminal voltagé =V , the excitation voltag& = E(cosé + j siné) and the

synchronous reactanc)@d = jXq4 (Q). S can be expressed as

_ 2]
S :Esin6+ j E-lk/—EcoscS—V—D,
X4 FXd Xd 8
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where the real power output of the generator (equal to the mechanical power Py, supplied by the
CHP engine unit) is

p="Egns, (B.5)
X

and the reactive power output is given by

2
Q:\;—Ecosd—v—. (B.6)

d Xd

It is possible to control both the real and reactive power output of the generator through two
Separate control actions. Increasing the mechanical power, P, (W), while keeping the rotational
speed of the shaft constant, will cause thereal electrical power output, P (W), to increase, with a
small decreasein Q (VAR) and anincreasein & (rads). Increasing the magnitude of the

excitation voltage E will leave P unaffected, while increasing Q and decreasing o.

In the asynchronous generator, changing the slip angle can control the output of real power. This
is achieved by increasing or decreasing the torque from the engine unit. Referring to the
equivalent circuit of the induction generator, the relationship between the mechanical power
output of the engine and the dlip sis given by

KE,R

p = SKER (B.7)
2
R? + sX,

HereK is a characteristic term for the generator, given in manufacturer’s data Fgswvahech is
the terminal voltage at standsti¥, is the magnetising reactancg) (at rotor standstill. The

reactive power consumption can be altered using a capacitor bank.
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B.3 Connecting the CHP system into the Building Services

Two methods exist for connection of the CHP unit into the services, thesebeing a seriesor a
paralle configuration. The series connection is the most often used when the CHP unit is
retrofitted to an existing installation. This is dueto the fact that a series connection creates the
minimum disruption to the existing services. However a bypass must be installed to ensure that
flow from the CHP unit circulates when the boilers are closed down (i.e. in summer conditions).
The parallel connection is used when the entire boiler and CHP packageis installed as new. Note
that the higher hydraulic resistance of the CHP unit means that it must be equipped with its own
pump. The paralld connection configuration is used in the CHP exemplar of chapter 5.

paral | el connection series connection

| 1 °® 1 °®

CHP
X 1 % 4
e NI, NP
CHP pu
CHP punp boi | ers bypass boi | ers @ PP
CHP

Figure B.3 Connection of a CHP unit to the hot water services.

B.4 The Viability of CHP

To asses the suitability of small-scale CHP at a given site, a detailed assessment of the site
energy demand must be undertaken. If the available heat load is not sufficient to allow the CHP
unit to operate for more than 4500 hrs/year it is unlikely that the scheme will prove financially
viable[2].
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To achieve the required running time, the site must have a demand for hot water all year round.
Examples of thistype of siteinclude hospitals, offices, hotels and swimming pools. In addition
to these sites, research has indicated there are over 3,000 group housing sites, flats, old peoples
homes, hostels and sheltered accommodation which could benefit from CHP.

Generally the CHP unit is sized to meet the summer hot water requirement, plus a proportion of
the winter heating demand. The boilers supply the additional hot water requirement in winter.

B.4.1 Efficiency and Savings

This section discusses means of evaluating the efficiency and savings from CHP systems (this
can also apply to savings from photovoltaic facades), which can be used in the evaluation of
simulations such as the exemplars given in chapter 7.

B.4.2 M easur es of Efficiency

There are many methods of gauging the efficiency of CHP plant, the most simple is the energy
utilisation factor (EUF), which is given by

EUF = Qu (B.9)
FC

Thisistheratio of useful power and heat output to fuel input. The fuel consumption F. can be
further defined as

Foo 4+ IHRE, (B.9)
C

Thefuel consumption in the above equation can be broken down into two components: the fuel
used for heating purposes and the fuel used for dectricity production. The IHR; termisthe
amount of fuel used (kW) per kW of power production. Substituting this back into equation B.8
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gives another expression for the EUF in terms of the dectrical output, heat output, combustion
efficiency and the incremental heet rate.

1+5

%
1, IHRE.

e Qe

EUF = (B.10)

Another measure of efficiency isthefuel energy savingsratio (FESR). Thisistheratio of the
fud used by the CHP unit to the fuel that would have been used by a boiler and traditional
generating plant to produce the same amount of heat and power:

FESRzﬁ.

S

(B.11)

Fsisthe parallel generation fuel consumption (i.e. boiler plus power plant) and F.is the fuel
consumption of the CHP unit. Thefuel energy savings ratio is useful when determining the CO,
savings of CHP installation.

B.4.3 Financial Savings from CHP

Thefinancial savings associated with CHP comein two possible forms. Thefirst isthe saving in
imported electricity while the second is the possibility of exporting generated el ectricity to the
grid. The unit value of eectricity produced by the CHP system can be written in terms of any
sales or displaced purchases:

K. = ECSKGS + ECd KEDJ
9 E
C

(B.12)

Ecs isthe dectricity produced by the CHP unit (kW) and exported to the grid at rate Keg(£/KW).
E.s (KW) is the displaced electricity at rd€g; (E/kW). Note thaEs + E = Ec (the total amount
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of electricity generated by the unit). The savings accrued from the CHP system are dependent on

the value of Kg and Keg;.

The general caseis that K> Keg @and connection to the grid for export purposes also carries a
charge. Hence, most UK CHP units supply electricity for displacement purposes only.
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