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Abstract

Sustainable development, in terms of energy production and use is dependent on
renewable energy (RE) and energy efficient technologies. Information technology is
vital in managing alarge resource such as energy, and could play akey role in the
dissemination of RE technologies. The purpose of the research presented was to
determine the body of information and analysis techniques required to support RE

deployment decisions.

Matching the demand for and supply of energy isthe basis of thiswork, as it enables the
identification of strategies for integrating renewables into the generation portfolio. The
two criteriain matching are the relative magnitudes and temporal characteristics of
supply and demand. Renewable technologies utilise intermittent sources of energy and
therefore have inherently intermittent supply profiles. Matching is carried out using

time series profiled data, for both demand and supply.

Numerous methods exist for obtaining demand profiles and ideally each of the methods

can be consolidates to produce an information rich database.

Supply profiles can be measured or modelled. Modelling is significantly easier and less
expensive than measuring and has the added advantage that |ocation parameters can be

adjusted to optimise matching strategies prior to installation.

Given sets of demand and supply profiles, optimal combinations can be defined by the
similarities in trends and particularly in coincident peaks. The match between demand
and supply can be improved by deploying demand management measures, either to
reduce the demand or to alter the profile. Furthermore storage technologies and

conventional generation can be used to improve the match from the supply side.



This thesis examines the issues of renewable energy demand and supply matching. The
theories presented have been encapsulated in the development of a software tool

specifically aimed to aid strategic decisions regarding renewable technology integration.



Chapter 1: Introduction

The focus of the work presented in this thesis is concerned with facilitating the analysis
of renewable integration strategies through scenario based planning. This chapter
briefly presents the material covered.

Chapter 2 presents areview of renewable energy (RE). The significance of sustainable
development is discussed and the Kyoto protocol is used to show the world-wide
commitment to sustainability. The current performance of renewable technologiesis
reviewed and future applications discussed. RE integration strategies are broadly

classified as large and small-scale and the barriers and merits of each are presented.

Chapter 3 examines the role of information technology in the dissemination of
renewable technologies. An argument is presented for the development of a framework
in which computing power can be utilized to assist the market penetration of these
technologies. Theindividual components of an energy information system are
described and the need for further work in the field of matching supply and demand is
discussed.

Chapter 4 reviews the different means and suitability of various techniques employed to
obtain demand profiles including measuring, statistical methods and simulation. The
concept of pooling all of the methods together is described as aggregated profiling
which provides a framework in which each method can be deployed, depending on data

availability. The framework enables demand scenario building.

Chapter 5 examines techniques to obtain renewable energy supply profiles to further the
analysis of RE integration. Profiles may be obtained through measurement or

simulation and a case is made for the simulation approach. Models are devel oped to



predict supply profiles for photovoltaic, wind and flat plate collector systems, based on
manufacturers specifications.

Chapter 6 discusses how demand and supply profiles can be analysed in order to
optimise the match between them. This follows an analysis of statistical match
indicators, and search algorithms are developed based on statistical methods and on the
analysis of frequency components in time-series profiles.

Chapter 7 examines the effects of auxiliary systems on the matching of supply and
demand profiles. Models are developed to predict the effects of battery storage systems
and back-up generation on the match between supply and demand. Again the models
are based on manufacturers specifications. Tariff analysisisincorporated to enable the
economic evaluation of saving resulting from RE generation. A mathematical definition
for a potential match metric is described.

Chapter 8 presents a software development, which encompasses the theories of previous
chapters. The methodol ogies and mathematical models presented are realised in this
program. This chapter describes the program from the user perspective and explains the
goals behind the interface. Some of the software-engineering principles used in the
system design are explained, together with certain choices made regarding the
development approach, language and platform. Applications and users for the program
are considered, and validation procedures are described

Chapter 9 presents two case studies used to demonstrate the applicability and
functionality of the matching tool developed. Thefirst presents the tool’s use on a
single building investigation and the second examines its use for a community-scale
renewable integration project.

Chapter 10 reviews the work carried out and highlights the main issues covered. Thisis

followed by recommendations for future research in this field.



Chapter 2: Sustainable Energy Prospects

2.1  Sustainability

The Fifth Environmental Action Programme established EU legidlation with respect to
the concept of sustainable development. The programme defined sustainable
development as “that which meets the needs of the present without compromising the
ability of future generations to meet their own needs’ (The Fifth Environmental Action
Programme, 2000). The policy objectives underlying this definition for energy were to
ensure the compatibility between economic growth and efficient and secure energy
supplies, together with a clean environment. Environmentally polluting by-products are
produced with conventional energy generation, which additionally depends on finite
energy sources that are gradually being depleted. However, energy is essential for
socio-economic progress both in developing and industrialised countries and the
demand for energy will increase with the global population, currently growing at arate
of 250,000 people per day (Elani et a., 1996).

In 1988, the director of the National Aeronautics & Space Administration, Goddard
Institute for Space Studies testified before the American Congress, that human induced
global warming was detectable in the climate record. Sceptics argued that the data was
unclear and inconclusive. The predicted consequences of global warming included;
world-wide floods; droughts; rising sea levels; category five hurricanes and typhoons.
These effects were firmly debated. The one issue which was amost unanimously
agreed was that deep reductionsin carbon emissions could not be made economically
without the use of green technologies (Hileman, 1997), (Leggett, 1996), (Lovejoy,
1996).

Green technol ogies denote energy efficiency and renewable energy technologies.
Reductions in energy consumption are achieved through the application of energy



efficient technologies. For example, the efficiency of an energy system, such asa
building, could be increased via anumber of proven energy efficient measures;
improved insulation; advanced glazing; energy control systems and high efficiency
motors and pumps. Renewable energy sources are energy sources which can not be
depleted through their utilisation, examples include solar; wind; hydro; biomass, ocean
thermal and ocean wave energy.

On December 10 1997, 160 nations reached an agreement in Kyoto, Japan aimed at
limiting emissions of carbon dioxide and other "greenhouse gases'. The Kyoto Protocol
calls for the industrialised nations to reduce their average national emissions over the
period 2008-2012, to at least five percent below the 1990 levels. The Protocol permits
some industrialised nations to modestly increase their emissions and makes special
provisions for the members of the former Soviet Bloc. None of the developing
countries, including those with large and growing emissions such as Indiaand China, is
required to limit its emissions. Figure 2.1 illustrates the pledged reductions of selected
countries (Milloy, 1997).
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Figure 2.1: Pledged emissions reductions of selected countries (Milloy, 1997)

The agreement provides for agreat deal of flexibility in how these targets are to be
achieved. Thisflexibility encompasses emissions trading, whereby a country may gain
emission credits for projects carried out to reduce emissions in developing countries.

The Kyoto Protocol isintended to signal to governments and businesses that limits will
be placed on future emissions of greenhouse gases and that now is the time to begin
implementing and developing the necessary technologies (Kopp et al., 1998). In order
for the Kyoto Protocol to be successful, a continuous process of design innovation must
be initiated to create a sustainable global energy system for the 21st Century (L ashof,
1998).



2.2 The Success of Renewables

Figures relating to the performance of renewable technologies are published in the
Renewable Energy Manual (Renewable Energy Manual, 2000). The world market for
renewable energy production systems, excluding hydroelectricity, was estimated to be
about $1 billion in the past decade. In 1996, the worlds cumulative installed wind
capacity was approaching 5 GW, with the largest capacity increases installed in
Germany, India and the United Kingdom. Photovoltaic sales world-wide more than
guadrupled in 10 years, while installation costs halved. The developed commercial
geothermal energy resources are estimated at 9,927 MW world-wide. The annual
average biomass fuel consumption totalled almost 59,080 MW over the period 1985-
1990 (world-wide). In Europe, over 27 million tons of municipal solid waste are used
to generate electricity and for heating in Europe. These figures demonstrate that the
deployment of renewable technologies is beginning to make an impact on aworld-wide

scale.

In the U.S., renewable energy has generally been viewed positively and has been
supported for almost 30 years. Figure 2.2 illustrates the U.S. energy consumption
percentages by energy sourcein 1995. The total renewable contribution, excluding
hydroelectricity is represented by the white portion of the pie chart (illustrated in the
secondary plot) amounted to approximately 3.7%.
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Figure 2.2: U.S. energy consumption by energy source, 1995 (Renewable Energy
Manual, 2000)

It was predicted that wind, solar power and other renewable energy sources would make
asignificant contribution to U.S. energy by the year 2000. A project on renewable
energy policy inthe U.S,, published work that expressed doubts over the ability of
renewable technologies surviving in a competitive electricity market (Miller and
Serchuk, 1996). These doubts proved to be well founded and renewable technologies
failed to emerge as a prominent component of the U.S. energy infrastructure. Butraw et
al. (Burtraw et a., 1999) explained the failure of (non-hydroelectric) renewables to
emerge more prominently was primarily due to the unrelated decline in the cost of
conventional energy generation. Renewable technologies have had to compete in an
environment where changes in the regulation, technology and market structure of fossil
fuels have |led to a dramatic improvement in the environmental performance and cost of
conventional generation. Although renewable technologies failed to attract vast



investment or benefit from economic scales in production, the cost of renewable
electricity generation has reduced considerably.

The U.K. Government set a target to achieve 1500 MW of new renewable generating
capacity by the year 2000 (Department of Trade and Industry, 1999). Legidation was
introduced to drive the construction and operation of generation facilities fuelled by
particular types of renewable fuels. Thislegidation, known as the Non-Fossil Fuel
Obligation (NFFO), was initially set up in England and Wales and later by similar
arrangements were formed in Scotland and Northern Ireland. The NFFO was designed
to bridge the gap between technically proven and commercialy viable technologies. In
1990, the idea that renewables could generate at competitive prices with conventional
plants was not considered plausible. However, by 1996 the price gap closed
dramatically (Thomas, 1996). The NFFO was succeeded by the Electricity Order 1998
(Statutory Instruments, 1998) for Non-Fossil Fuel Sources in England and Wales and
Order 1999 (Statutory Instruments, 1999), for Scotland. These orders enforce public
electricity suppliers to achieve specified aggregate amounts of generating capacity,
from non-fossil fuel generating stations. Figures 2.3 and 2.4 illustrate the projected
summative capacities to be added to the current portfolio of renewable energy in
England and Wales and Scotland respectively. These figuresillustrate that significant
increases are expected. The specified non-fossil fuel generating stations include:

Biomass generating stations fuelled by crops grown purposely to provide a source of

energy and/or forestry waste.

Hydro generating stations driven by any form of water power other than tidal or

wave power.

Waste to energy generating stations operating on fuel derived from municipal or

industrial waste.

Wind generating stations with generating capacities exceeding 1 MW.

Small wind generating stations with capacities not exceeding 1 MW.

Wave generating stations driven by any form of tidal or wave power.

10



Landfill gas generating stations fuelled wholly by gas derived from landfill sites.

To date there have been five Non-Fossil Fuel Obligation Orders made in England and
Wales, two equivalent Orders in Northern Ireland and three in Scotland. Together the
Orderstotal 3.5GW (Declared Net Capacity) of new capacity and should contribute to
around 5 per cent of UK electricity needs being met from renewables by 2003. These
figures and the projections for the future look promising. However, the achievements
from the early NFFO Orders currently total 650MW of successfully commissioned
electricity plant. The goal for the year 2000 has not been attained, mainly dueto a
failure in obtaining the necessary planning permission or finance (Department of Trade
and Industry, 1999).

Year o %,') QS;Q

Figure 2.3: Aggregate renewable energy requirements for England and Wales (Statutory

Instruments, 1998)

11
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Figure 2.4: Aggregate renewable energy requirements for Scotland (Statutory Instruments,

1999)

2.3 The Future for Renewable Energy

In 1996, the global prospects for renewable energy were reviewed by the World Energy
Council (Jefferson, 1996). It was reported that the current renewable contribution to
global primary energy supply was 18%, with emerging technologies (modern biomass,
solar, wind, geothermal, small hydro, ocean/tidal) accounting for only 2%. The review
concluded that the process of devel oping renewabl e technologies needed to be
accelerated as “action postponed is liable to be opportunity lost”.

Although renewable energy use has increased throughout the world, it is estimated that
developing countries (excluding Eastern Europe and the former Soviet Union) generate
only 0.3 % of their electricity from renewables. Approximately 2 billion people still

have no access to electricity, the majority of which are in developing countries that

12



possess large potentials of renewable resources. In developed countries, renewable
power was originally used for rural electrification as this was less expensive than
extending a grid infrastructure. As many developing countries lack electricity grids,
renewable technologies may be the most economic means of supplying power.
Additionally, as the capacity of renewable plant istypically smaller than that of
conventional plant, they are better suited to small load centers and can be progressively

matched to incremental changes in load growth (Renewable Energy Manual, 2000).

In developed countries, electricity grid infrastructures supply the vast majority of loads.
Although remote locations present application areas for renewables, these are
predominantly niche markets, which will not provide the emission reductions required
by the Kyoto protocol.

To ensure sustainability renewable technologies need to be deployed on alarge scale.
This can be achieved through large-scale generating stations such as wind farms, hydro
schemes and industrial scale solar hydrogen plants such as the Neunburg vorm Wald
demonstration project (Szyszka, 1996). The major barriers relating to large-scale
projects are environmental and land constraints. Land constraints, resulting in the
failure to obtain planning permission have been part of the reason for the UK’sfailure
to meet the renewabl e targets set for the year 2000 (Department of Trade and Industry,
1999). The land-intensity of renewable technologies has been described as their
“Achilles heel”(Gipe, 1996). Another restriction is the limited number of potential
sites, as the viahility of large-scale projects is dependent on an abundance of the
renewable source. A large percentage of the potential sites with large-scale hydro
generation in North America and Europe have aready been developed (Baird, 1993).
Furthermore, large-scale sources such as tidal barrages and offshore wind and wave
power are likely to be situated remotely from load centers. Exploitation of these will
require major investment in the reinforcement and expansion of the transmission grid.
Much of the UK renewable energy resource is inaccessible at present. For example, the
largest wind and wave resources are in north-west Scotland, but there islittle or no
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transmission infrastructure to supply potential consumers (Morgan, 1999). The final
obstacle for large-scale renewable plant is the associated capital expenditure required,
this being the other reason the UK failed to meet its renewabl e targets (Department of
Trade and Industry, 1999).

The challenge of sustainability with regard to energy is becoming clear. The need for
green technologies has been established and the commitment for their world-wide
deployment is beginning to manifest. However, the barriers, which need to be
overcome, before the renewable energy contribution becomes significant, are numerous.
The world requires large-scale RE deployment, however, this seams to equate to large-
scale investment and large-scale land use, both difficult hurdles to overcome. The work
presented here is based on the suggestion that the solution to these issuesis to down-
scale.

Large-scale deployment of renewables is not confined to large-scale projects. The
aternative is to deploy small independent systems on alarge-scale. Such systems are
ideally suited to building integration. Applications for building integrated systems are
vast, with new buildings presenting clear opportunities for integration. The built
environment consumes up to 50% of total delivered energy (Johnstone, 1993) and the
potential for building integrated renewables to make a significant contribution to
sustainability is considerable. Thereis also the additional advantage that by generating
energy at the point of use, asis the case for building integrated energy systems, the
energy losses due to transmission are avoided. Furthermore, the cost of increasing
supply capacity can be displaced by the introduction of embedded capacity, depending
on the scale of the embedded project.

Examples of small-scale renewable systems are listed below:

Photovoltaics are ideally suited to building integration as roof or building facade
installations (Ishikawa, 1996), (Wakamatu and Nitta, 1996). Incorporating heat
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recovery with PV systems improves their efficiency and enables the recovered heat
to be deployed in meeting a buildings therma demands (Clarke et al., 1996). A
successful example of PV integration is the photovoltaic rooftop project in
Gelsenkirchen, Germany (Beneman et a., 1996). A Japanese study found that 5% of
the gross electricity demand could realistically be supplied by PV residences
(Kosuke, 1996).

Solar flat plate collectors can be used to meet the energy demand for domestic hot
water (Fuentes et al., 1996).

Small-scale wind installations such as the ducted wind turbine (Webster, 1979) are
designed for roof integration in high rise buildings. Alternatively, small
autonomous wind turbines could be used for agricultural purposes or to meet the

demands of small villages.

The use of district heating and cooling and combined heat and power for a group of
buildings or on a city-wide basisis well established (Kainlauri, 1996), (Copeland,
1998).

Fuel cells present another example of atechnology suited to small-scale

applications, where site restrictions are virtually non-existent (Hart, 2000).

Small-scale renewabl e systems deployed on alarge scale present a vast opportunity for
developed nations. The deployment of such systems however, is not without technical

difficulties.
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2.4 Small Scale Renewable Energy Generation Issues

Small-scale renewabl e technologies are possible sources of power for embedded
generation, i.e. generation capacity installed at the distribution network. However,
typical electricity networks were not designed to support embedded generation.

In 1919, independent generators were connected directly to distribution networks
serving local areas. The construction of the 132 kV National Grid allowed larger, more
efficient generating stations to be used, with electricity transmitted to remote loads.
After nationalisation in 1948, the 275 kV or 400 kV super-grid provided the means to
transmit electricity from very large central power stations to distribution networks. The
distribution systems were designed to accept bulk power at grid supply points and
distribute power to customers. The direction of power flows in the distribution system
was from higher to lower voltage levels (Jenkins, 1995). Figure 2.5 illustrates a
simplified schematic of the network structure.

The network becomes considerably altered by the addition of embedded generation.
The penetration of renewables would transform currently passive networks, responsible
for supplying loads, into active networks where the relative magnitudes of generation
and load, determine the direction of power flows. This situation is depicted
schematically in figure 2.6.

16



Transtformer 11 kY /415 W

g Load

-
Supply

I
Figure 2.5: Schematic of a conventional passive distribution network (Jenkins, 1995)

Tranformer 11 kV /415 YV

I

Turbine |
Y
s — s s
I Inverter
—oH ™
= —
CHP I I
Load
—rin
Supply
E—i
Figure 2.6: Schematic of a distribution network with embedded generation (Jenkins,

1995)

17



The intermittent nature of renewables and varying load profiles result in highly
unpredictable power flows. Direct grid connection of a significant amount of
intermittent power can jeopardise grid stability because of the abrupt variationsin
power generation (Jenkins, 1996). Changes in power flows can result in either
increased or decreased network |osses, depending on the magnitudes of loads and
generation (Ciante and Barra, 1996). In addition to potentially decreasing system
losses, embedded generators can help to free network capacity and delay system
reinforcement (Salman, 1996). The potential benefits of embedding are largely
dependent on the capacity of a distribution network, which will consequentially limit
the size of arenewable project (Rodgers, 1996). Power Quality is also affected by
embedded generation, with voltage disturbances and the harmonic distortion of voltage
waveforms being the main causes for concern (Jenkins, 1995), (Thomas, 1996). In
addition to the technical issues surrounding embedded generation, there are also

financial and legal aspects concerning connection (McTague, 1996).

Demand forecasting is used to predict the electricity demands for the succeeding
generation period. Ultilities require planned hourly generation schedules together with
demand forecasts, to formulate the necessary operational plans. These plans are used to
decide on technicalities such as; unit commitment; spinning reserve; control reserves,
fuel schedules and maintenance outages (Oldbach, 1994). Over predictions of demand
and the inability to account for the renewable contribution to supply, result in wasted

electricity.
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2.5 Summary

Energy sustainability is dependent on renewable and energy efficiency technologies.
The Kyoto protocol illustrated that international nations are aware and committed to
deploying these technologies. The performance of renewable technologies have made
considerable advances in recent years, despite having to compete in environments
which favoured traditional fossil-fuel technologies. The U.K., like other countries has
pledged to secure considerable amounts of additional renewable energy generating
capacity. Optimistic projections have been made before, but goals not attained. The
land intensity of large scale generating stations limits the potential applications for such
developments. This barrier can be surmounted by significant penetration of small-scale
systems. Such systems are ideally suited to building integration and the existing
building stock present presents endless opportunities for the deployment of such
technologies. However, a number of issues require to be considered if technologies are
to be embedded in the distribution networks. A vital issueisto ensure personnel
involved in demand forecasting and unit dispatch, are well informed of changesin
generation and demand. Renewable energy deployment on any scale requires decisions
to be made, which in turn depend on information. The work presented in this
dissertation is concerned with providing the means to make informed decisionsin
renewable energy strategies.
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Chapter 3: Supporting Energy Decisions

Managing energy effectively encompasses two scales of decision making. Large-scale
decisions are those made by utilities in ensuring the demand for energy is met. Small-
scale decisions are those made by building owners and energy managers to ensure their
own energy systems are optimised. The small scale has a direct effect on the larger
scale, as trends of consumption are altered. Decisions are made based on information.
There is an abundance of energy information available, however a framework in which

to use thisinformation is comparatively lacking.

3.1 Large Scale Decisions

The following sections describe two examples in which energy information is used
within the utility infrastructure. The first examines the field of demand forecasting and
summarises some of the methods used to meet forecasting objectives. The second

example explores the relatively new field of demand side management.

3.1.1 Demand Forecasting

Demand forecasting is used to ensure unanticipated demands are met and that the
demands placed on the system are matched to the resources delivered by generators
therefore maintaining system balance (Central Maine Power Company, 2000), (Eto and
Moezzi, 1993). Demand forecasting is performed for both short and long term periods,

were the resulting predictions are used in different planning activities.

Short-term load forecasts are defined for periods up to one-week. The forecasts
comprise load profiles, used by utilities for scheduling dispatch, system maintenance,
economical allocation of resources and in making other immediate operating decisions.
A 1985 research report from the British Power Company, showed that one million
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pounds could be saved from accurate short-term load forecasting (Energico, 1997).
Similarly, the American Department of Primary Industry estimated a saving of over two
billion dollars (Energico, 1997).

Medium and long-term load forecasts are used to predict demands for periods up to
two-years and several years, respectively. Medium term forecasts are used in planning
maintenance and evaluating the necessity for additional capacity. Long-term forecasts
are also used in assessing additional capacity, as well as assessing the fuel mix of
additional generation (California Energy Commission, 1996). Accurate long term
forecasting is essential due to the economics and construction times involved in
incorporating additional generation and transmission facilities. Both medium and long
term forecasts require temporal and spatial demand forecasts, as well as price forecasts.

Various approaches are used in determining future load profilesin the short term. The
‘equivalent day’ load forecasting methodology, described in the NEMMCO operating
procedures (NEMM CO Operating Procedures, 2000) forecasts estimates of regional
loads. The algorithm used is based on trained neural networks which learn patterns from
past data to predict future trends. Neural networks have also been employed in a study
to predict the loads on the island of Crete, in Greece (Bitzer et a., 1997). Historic load
data was used to train the neural networks and resultant forecasts were tested against
actual load data. This study found a number of problemsin utilising the neural network
approach, primarily due to insufficiencies in historical load data. Changesin demand
patterns that cannot be attributed to control operations or measurement faults or
temperature-related effects lead to erroneous forecasting.

Hybrid Forecasting models, employing a variety of forecasting techniques have also
been investigated. One technique (Padhy et a., 1997) employs artificial intelligence to
filter historical datain order to establish influencing factors and then uses statistical
relationships to develop forecasts. Classification of profilesis frequently used in
forecasting, Shresthaand Lie (Shresthaand Lie, 1993) presented a forecasting
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procedure that classes profiles by considering the load profile as fuzzy in nature and
uses this fuzzy description as input to a neural network. Balachandra and Chandru
(Balachandra and Chandru, 1999) proposed the use of representative load curvesto
portray the dynamics of demand variations. A representative load curveis assigned to a
group of load curves, which exhibit smilar demand patterns. The classification of load
curvesis achieved using statistical techniques. Ozveren et all (Ozvern at al., 1997)
published a methodology, which automated the classification of large-scale sets of
electric demand using the fuzzy membership function. This function, in conjunction
with mean and standard deviations of half-hourly loads, permits the identification of
similarities between varying load profiles.

The methodology employed by NEMMCO (NEMMCO Operating Procedures, 2000)
for long term forecasting is based on atime series analysis. This method is used to
examine systematic and recurrent relationships in historical load data. The time seriesis
decomposed into four main components: trend, seasonal, cyclic and irregular. Statistical
methods are used to describe the behaviour of each component, in the succeeding period
and decisions based on the resultant trends are used to construct the forecast. The trend
component represents the gradual shifting of the time series, which is usually due to
factors such as changes in population and changes in technology. The cyclical
component is any regular pattern of sequences of points, above and below, the trend line
lasting more than one year. Generadly, it is believed that this component represents
multiyear cyclical movements in the economy. The seasonal variations in demand are
represented by regular patterns of variability within one-year periods. The residual of
the time series, with trend, cyclical and seasonal components removed, represents the
random variability of the time series. Thisirregular component can be attributable to
short term, unanticipated and nonrecurring factors and is not predictable.

A Japanese study (Kermanshahi et al., 1997) proposed the use of arecurrent neural

network, accounting for past and present economic conditions as well as electrical
demand. The system requires historical demand data in addition to data, whichis
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responsible for demand variations. The demand influencing parameters include;
economic parameters (e.g. Gross National Product, oil and electricity prices); society
parameters (e.g. population, number of households, number of air conditioning
systems); temperature data and environmental parameters (e.g. quantities of CO,).

Demand forecasting objectives are to ensure planning activities are based on the
realistic predictions of future requirements of the entire supply network. The various
methods used in predicting future consumption trends are predominantly based on the
extrapolation of past trends.

3.1.2 Demand Side Management

Environmental concern has induced electric utilities to consider avariety of optionsin
securing energy requirements, including large-scale renewable generation schemes and
Demand Side Management (DSM) programmes. Supply-side functions, such as the
planning, construction, operation and maintenance of generation facilities were the
traditional pursuits of utilities. DSM is arelatively new strategy concerned with
employing measures to ater the system load curve. The primary objectives of DSM is
to alter the system load curve to reduce variability and net demand, as large variations
in demand limit the efficiency of the supply infrastructure. The Energy Information
Administration (Energy Information Administration, 2000) reported the four
fundamental methods used in altering the load curve as:

Load shedding, which refers to any measure used to reduce net energy

consumption both during peak and off-peak periods (e.g. energy efficiency

programs).

Peak clipping, which is used to reduce load during periods of peak power

consumption (e.g. load management programs, interruptible load tariffs, time-of-

use rates)

Load shaping, which alters the load curve using methods similar to peak

clipping when those activities are not limited to peak load periods.
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Load building, which is designed to increase consumption, particularly in off-
peak periods which is known as ‘valley filling’ and can be achieved through the
introduction of new electric technologies and processes, such as storage heating

systems which are powered up during times of low demand.

Sporadic peaks in a system demand profile represent periods of peak demand and are
problematic to utilities (US Department of Energy, 1995). In order to generate sufficient
power during these short periods, operational plant is required to run at full load or
additional peaking plant is required to be brought on-line. Neither of these options are
favourable; regularly cycling plant operation to full load reduces both plant life and
efficiency and peaking plant tends to be the most expensive to operate. Additionally,
transmission and distribution systems have to be sized to accommodate these high but
short-term loads, thereby substantially increasing the costs of these systems. There
have been various attempts at smoothing out e ectrical demand through peak clipping,
lopping or shaving. Demand side bidding, spot pricing and increased charging are
designed to encourage customers to reduce loads during these peak periods. These
techniques have resulted in demand redistribution, but not necessarily in areduction of
energy demand (Starbac et al., 1996).

Many DSM programs are viewed as resources, because they capture cost-effective
energy savings that would otherwise not be achieved. Utilities compare the benefits and
costs of DSM with the cost of additional generation. Savings and load reductions cannot
actually be measured by metering and therefore must be approximated, using statistical
analysis of energy usage and/or other estimation techniques. Estimating the value of
DSM activities has received considerable attention in recent years. Bush and Eto (Bush
and Eto, 1996) described the investment in DSM as an avoided cost due to the
substantial costs that would be incurred through increases in supply capacity. Itis
argued that DSM could contain the growth of demand thereby deferring or even
cancelling the need to expand capacity. Thisis particularly significant when
transmission and distribution capacity expenditure is avoided, as thisis substantially
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higher than that of generation capacity. Another study focused on estimating the value
of supply reliability (Willis and Garrod, 1997) where the value of DSM is questioned.
In the event, of aloss of supply, utilities are required compensate customers. The
authors suggest that, as DSM tends to be reflected in areduction in the base load, as
opposed to a differential reduction in peak loads and therefore can not be used to offset
an increase in supply and reliability. Billinton and Lakanpal (Billinton and Lakanpal,
1996) used a ‘reliability cost / reliability worth’ approach to analyse the impact of DSM
on reliability. The approach attempts to optimise the reliability level, by evaluating the
cost of reliability incurred by the utility and the value of reliability perceived by the
customer. The study illustrated that the optimal planning reserve margin varied
depending on the type of DSM activity. Load reduction activities reduced planning
reserve margin, whereas load shifting and building activities had little or no effect.

Renewabl e technologies, embedded at the distribution level, can be considered as a
demand side opportunity as opposed to an additional supply capacity. The problems of
integrating generation capacity at this level were discussed previously. However,
integration with the distribution system is not technically necessary. Without
connection to the distribution system, a source of supply forsakes its distribution
capability and therefore does not represent supply capacity. Nevertheless, the power
absorbed by the local load would represent a reduced demand to the utility, therefore
classifying renewable technologies deployed in this way, as demand-side measures.
Woodworth (Woodworth, 1996), suggested that reverse power flows, i.e. power
exported to the distribution system, were uneconomic for co-generators, due to the cost
of complying with regulations. Additionally, exported power sold through the
electricity pool would be required to compete with the bidding prices of large-scale
generation. A benefit-cost analysis of PV as a demand side measure (Byrne et al.,
1996), demonstrated that, evaluated as a demand-side technology, PV was far more
viable than was previously considered. The study was carried out in the U.S., where
peak demands occur on hot summer days due to high utilisation of air-conditioning
equipment and such days aso correspond with abundant levels of solar isolation. The
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peak in PV output, however, occurs prior to the peak in demand, by including modest
storage facilities these peaks can be brought into phase with one another and thereby
offer significant peak shaving benefitsto utilities. The benefit-cost approach includes
both the energy value (i.e. the systems ability to save energy) and the capacity value
(i.e. the reduction in peak demand), in addition to other factors such as modularity and
fossil fuel price protection. Modularity refers to the ability of matching incremental
increases in load with equivalent capacity increments. Fossil fuel price protection refers
to the security offered by renewable technologies against fuel price volatility and future
environmental legislation. The potential of such a demand side measureisillustrated if
the U.S. commercial-building sector is considered. This sector alone is responsible for
the addition of 50 square kilometres of roof space each year, an area suitable for a
potential of 3000-5000 megawaitts of PV power (NREL, 2000).

3.1.3 The Information Framework

All of the techniques used in forecasting (both short and long-term) demands are based
on historical load data. However, trendsin historical load data may not identify the
characteristics resulting from the deployment of new technologies. Demand side
management activities are concerned with altering the system load curve. Energy
efficient measures will reduce consumption but may also alter the shape of the load
profile. Integrated renewable technologies will provide a source of energy used to meet
some of the demand and therefore eliminate portions of the demand profile.
Forecasting methods based on historical trends are inherently flawed if they do not
account for the measures taken to change the consumption patterns of the past. This
presents an example of how the same information is being used to meet different
objectives and the lack of an energy information framework could compromise the

overall objective to meet energy needs efficiently and effectively.
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3.2 The Flow of Information

Figure 3.1 describes the information systems required in aiding energy-related
decisions. Some form of tracking system is a prerequisite to decision making as it
provides the necessary information on which informed decisions can be made. Having
identified an area of action, a useful tool for energy strategy investigations would
comprise a supply and demand matching facility to analyse the effects of both passive
and active technologies in meeting demands. Detailed building appraisal systems could
quantify the effects of certain decisions related to implementing technol ogies within the
built environment. Where embedded generation schemes designed to export power to
the distribution network are being investigated a component to assess the impact on grid
stability and power quality isrequired. Finaly, the predicted consequences of the
decisions made need to be incorporated in demand forecasting methodologies. Within
the described framework, the accuracy of predictions can be validated through

comparisons with actual monitored trends.

The information framework described is applicable to all decision-makers concerned
with energy, and sustainable energy decisions need to incorporate the green
technologies of energy efficiency and renewable energy. In asurvey of the financial
perspective of renewable technologies (Langniss, 1996) it was found that supporting the
dissemination of renewable energy technologies meant supporting people as opposed to
technologies. The survey found local authorities to be the ideal framework for overall
optimisation of the whole local-energy-system under economical and ecol ogical
aspects. In many countries including the U.K., permission to proceed with a renewable
project is decided at the level of regional or local authorities. Municipalities require
relevant energy information in order to promote renewable energy (Clarke and Grant,
1996).

An energy tracking system enables energy managers and utilities to prioritise measures
to alter energy consumption through the various means available, including employing
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renewables in a demand side management role. Tracking the resultant changes to
consumption patterns would facilitate the prediction of how certain DSM activities
affect the system load curve. Tracking spatial aspects of energy supply such as
renewable source potentias, planning restrictions and the availability of a supply
network infrastructure would prevent wasted efforts in planning unrealistic options.

Where renewable integration is identified as a possibility, unconstrained by land use,
network and source availability, strategic investigations based on complimentary
supply-demand matching could be initiated. The renewable technology (ies) identified
could potentially be deployed in one of the following ways:

To supply power to a single building integrated within the building envel ope.
To provide a small community with its power requirements through a dedicated
network.

To provide additional supply capacity by exporting power to the grid.

Analysing potential strategies for RE integration requires an insight into the relative
magnitudes of supply and demand. However, as renewable sources are intermittent,
magnitude matching alone can become meaningless, for example if the annua solar
resource for a given areawas found to be exactly that required to meet a street lighting
load. The temporal match between supply and demand is critical in renewable energy.
Every unsuccessful installation of renewables hinders their progress, as they are seen to
be futile and expensive. Therefore, temporal matching is essentia in the assessment of
RE supplies.

Once a suitable supply and demand match isidentified, a detailed analysis of building
energy requirements should be initiated to further optimise the energy system. Where a
renewable supply has been found to be suitable to meet the needs of numerous
buildings, building simulation could be employed to investigate passive technology
deployment to enhance the match between supply and demand. Thislevel of
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optimisation can be taken even further, where single buildings are subject to
investigation and detailed building appraisal can determine whether the selected
technology will have an adverse effect on building aspects such as comfort. Building
appraisal tools have the additional capability of predicting the demands of sites where
no information on consumption is available which effectively amounts to a virtual
tracking system.

Where a renewable grid export approach isto be evaluated the impact on stability and
power quality needs to be assessed. This enables utilities to ensure adverse affects from
embedding renewables into the supply network are minimised.

Finally, the changes in consumption patterns resulting from RE deployment need to be
accounted for in demand forecasting to ensure the prediction of future grid requirements
are accurate. Accurate forecasts prevent the energy wastage associated with
conventional generation used to meet forecast demands, which are being met via

aternative means.
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Figure 3.1: Components required in the energy information framework
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3.3 Information Systems

Computer power has been largely responsible for the advances in renewable
technologies and will be equally instrumental in their dissemination. The use of
computer systems has had a direct effect on renewable energy technologies by
advancing design and improving efficiencies (Osborne, 2000). Examplesinclude
improving the conversion efficiency of photovoltaic cells, increasing the aerodynamic
performance of wind turbines and the development of power electronic devicesto alow
variable-rotor-speed operation of wind turbines, which reduce structural loads and

improve power quality.

The dissemination of renewablesisideally suited to the framework described in the
previous section and activities in the various components have resulted in a range of
decision support tools:

A variety of energy tracking and decision support systems are currently available (e.g.
QuickPlan (quickplan.htm), Entrack (Clarke et al., 1996)). These software tools enable
users to monitor energy consumption in order to detect inefficiencies and faulty control
systems, and evaluate the effects of building retrofits. They also provide spatial
information related to enable renewable energy resource estimation by site, aswell as
environmental and socio-economic impact assessment. The EEP system (Jones et al.,
1996) enables sustainable planning via emissions tracking and enables users to assess

progress towards agreed reductions in emissions.

Specialised simulation tools are available for the analysis of renewable systems.
Examples include solar ventilation air heating; biomass heating; wind energy; small
hydro and photovoltaics (e.g. RETScreen (ENREN-f), IRES-KB (Castro et a., 1996)).
Such programs facilitate the pre-feasibility analysis of renewable technologies and aid
the procedure of evaluating the optimum technology for a given site by the evaluating
supply potentials. Evaluating the role of renewables as a demand side measure requires



supply and demand matching. A comprehensive analysis of photovoltaic system
modelling (Wolfe, 1985), identified that load behaviour was as critical to successful
system design, as the PV array characteristics and the solar radiation levels. Iniyan et a
(Iniyan et al., 2000) devel oped an optimal renewable energy mathematical model to
investigate future renewable energy allocation in energy planning. In this work, possible
RE options were considered which meet the energy demand of avariety of end uses.
The model aimed to minimise the cost/efficiency ratio of a number of different
technologies and therefore identify the best RE distribution pattern. Factors taken into
account in this method include the social acceptance, potential and reliability of
renewable technologies. However, the technique is based on annual demands and
neglects variations in energy use patterns. The matching procedure described by
Ramakumar et a. (Ramakumar et al., 1992) employs a knowledge-based approach in
the design of integrated renewable energy systems. The procedure uses seasonal data
sets to characterise each season by a set of available RE resources and load
requirements. By systematically attempting to satisfy each of the seasonal demands with
the cheapest supplies available, seasona supply systems are constructed, from which an
annual design is proposed. The work is primarily concerned with finding the most
economic supply technologies to satisfy a number of prioritised demands. Again the
high levels of variability involved in both demand and supply profiles are neglected in a
seasonal approach. Profile variability is critical in any supply and demand matching
exercise, as net supply and demand totals give no indication as to whether demands are
satisfied at the time when they are required. The design of a RE system should ensure

that times of RE availability coincide with periods of consumption.

The simulation of building demands is standard practice for energy consultants and
architectsinvolved in the appraisal of energy efficiency technologies. A range of
software design tools are available, encompassing simple appraisa tools (e.g. ASEAM
(ENREN-a), Energy 10 (ENREN-b)) and sophisticated packages (e.g. DOE-2 (ENREN-
d), Esp-r (ENREN-c)). Thesetools are employed to evaluate a variety of energy
dependent design measures, with the more advanced packages including features to
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assess comfort, daylight and analyse different control systems. Furthermore, some of
the building simulation tools incorporate renewabl e energy technology modelling,
allowing building integrated system analysis (e.g. Esp-r (ENREN-c), TRYNSY S
(ENREN-g)).

Packages are available to analyse power quality issues (Timko et al., 2000) and some of
the methods employed in demand forecasting have already been described.

3.4 Summary

The framework envisaged for energy information management has been described and
the individual components within that framework can be seen to be largely in place,
with the exception of supply and demand matching tools. The work presented in the
subsequent chapters examines the requirements of such atool in detail. Figure 3.2
illustrates the complexity of design decisions required to integrate renewable
technologies at the building level. The stages involved can be summarised as follows:

The evaluation of the various demand systems and options for manipulating their

profiles.

The appraisal of technically feasible RE configurations.

The optimisation between supply and demand systems through profile matching.

The analysis of auxiliary systems in the context of enhancing the supply-demand

match
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Chapter 4. Demand Profiles

4.1 Introduction

Demand profiles are the temporal description of load behaviour and an essential source
of information on which energy decisions are made. This information existsin a variety
of forms, pertaining to the way in which it isused. This chapter begins with a
description of avariety of demand profiles, their origins and current uses and concludes
with how the various pieces of information can be combined to provide arich demand
data source to aid energy decisions. Profiled demand data can be obtained directly
through measurement, indirectly through the studies of load profiling and forecasting
and virtually through building simulation. The merits of each technique are discussed
and the concept of removing the distinction between methods to provide a composite
data reserve is explored.

4.2  Direct Profiling: Measurement

In order to monitor cause and effect relationships in demand profiles, a number of
parameters other than electrical consumption, require to be measured. This
subsequently requires a range of data acquisition equipment including electrical loggers,
whether data sensors, lighting intensity sensors and indoor temperature sensors
(McDiarmid, 1996). Increasing the number of measured parameters also increases the
associated costs and data processing requirements. Additionally, to obtain atrue
representation of electrical demand variations over time, the frequency of data
acquisition is critical. At high sampling frequencies, individual appliance
characteristics can be identified. The frequency of data acquisition will not only dictate
the degree of detail obtained in a demand profile, but aso the quantity of data
processing and analysis required. Asthe sampling period is increased, the consumption
datais summated and the individual load features are no longer identifiable. The graphs
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illustrated in Figures 4.1 to 4.3 illustrate the effects of increased sampling rates on load
profiling. The data described was received from Manweb and obtained for aresidential
premises over the period from 4:00 AM to 12:00 PM on the 6™ July 1998. The same
profileisillustrated at 10-second intervals, 5-minute intervals and half-hourly intervals
in Figures 4.1- 4.3, respectively. In Figure 4.1, evidence of electrically heated
appliances, with thermometer control can be readily observed by the rapid fluctuations
in load behaviour. These fluctuations are as a result of repetitive cycles of drawing
current for short time-periods before switching off. In Figure 4.2, evidence of this
behaviour is removed as the sampling rate is increased to five minutes. Additionally,
some of the peaks in the load profile are temporally displaced, due to the packaging of
datainto 5-minute intervals. In Figure 4.3, the original data has been summated into
half-hour intervals and distinct characteristics of the true load behaviour are lost,
leaving only evidence of occupancy and electrical appliance use. Finally, although each
of the graphs presented can be integrated to produce the same consumption over the
period, the peaks are decidedly different, with information regarding instantaneous

power requirements becoming increasingly less accurate as sampling periods increase.

However, because electricity pool prices vary over time-scales of haf-hours, much of
the demand profile information available is in the form of metered and load research
datatypically defined at half-hour intervals.

4.2.1 Metering Technologies

In recent years, there have been rapid developments in both metering and the associated
options for communication. The trend is towards modular systems of reduced costs,
incorporating multi-functionality. Modularity refers to the separation of metering
functionality into data collection and communication modules that can be installed by
end-use customers, eliminating the need for site-visits and therefore facilitating the
process of changing suppliers. Monitoring capabilities currently employed include the
detection of outages, idle consumption in vacant buildings, meter tampering and energy
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theft. Advanced features incorporate power quality monitoring and harmonic tracking.
Customers and retailers are capable of changing the measurement parameters, allowing
customers to select read periods and enabling alternative pricing options. Furthermore,
system planning and design benefits derived from the detailed breakdown of customer
loads include improvements in short-term load forecasting and the optimisation of
supply system hardware. Additionally, load management strategies can be improved as
energy management programs can be automated or remotely activated and compliance
with interruptible load contracts can be verified.

One of the primary benefits of advanced metering is the increased accuracy in cost
attribution. Load factors and power factors are, as integral to the cost of electricity, as
consumption. Load factor has been defined as the ratio of average demand to peak
demand. Interval metering ensures customers with varying load factors but similar
cumulative consumptions are billed appropriately. High load factor customers, with
uniform consumption profiles, cost less to serve than customers consuming the same
quantity of KWh, at low load factors. Tariffs designed around peak demand and/or
capacity charges could encourage customers to reduce their electricity bills through load
shifting and peak demand reductions. In addition to load factor, power factor can also
be measured and is the ratio of reactive power to apparent power. Reactive power is
drawn by reactive loads and measured in kVA. Examples of reactive |oads are electric
motors and inductive heating devices. Today even domestic loads consisting of
washing machines, water pumps, refrigerators and air conditioners, possess low power
factors. The capacity of transmission and distribution systems is governed by current
carrying capacity, in kVA. Consequently, increased demands for reactive power
increase transmission and distribution currents resulting in increased losses. In extreme
cases, large reactive power demands may cause instabilities in transmission and
distribution system. As power factor is the ratio of reactive power to apparent power,
and the apparent power incorporates portions of both real and reactive components,
supplying low power factor loads requires a reduction in the proportion of real power.
This condition is satisfied by operating generating plant at capacities lower than rated,



which consequently reduces operating efficiencies. The kWh tariff was designed around
the Ferraris disk meter, which measures real power. The technology now exists to
measure reactive power, enabling the introduction of a kVAh tariff, which would ensure
consumers paid for both fuel and infrastructure costs. Such tariffs are under review by a
number of electric utilities in countries where there is an acute shortage of power,
coupled with the need to reduce transmission losses (Vithal and Kamat, 1999).
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46




4.2.2 Metering Communications Options

In addition to advances in metering technologies, a number of communication options
are available for transmitting data from customers to utilities and vice versa. The
incorporation of these technologies eliminates the process and associated costs, of
manual meter reading. The options available can be broadly classified as either wired

or wireless.

Data transmission through wired hardware has the advantage that many of the physical
networks are largely established. Power-Line Carrier (PLC) systems transmit data over
existing electric networks. PLC applications are successfully being used in remote
areas. However, limited bandwidths and slow data transmission render these systems
unsuitable for bulk data transmission. A viable solution for applications requiring high-
volume data exchange and two-way communication, is the use of direct telephone line
connections over the Public Switched Telephone Network (PSTN). The PSTN connects
meter reading devices and data processing units, with the duration of the connection
limited and controlled by the network switch (George and Prins, 1998a). An aternative
telephone network solution consists of ‘solid state' meters that incorporate modems to
facilitate remote meter reads. Relatively high costs associated with the installation of
new telephone lines and fixed monthly charges for telephone services, has lead to the
transmission of meter data, over lines already used for other services, such asfax or
voice telephony. Another possible future wired-solution with long-term promise
comprises broadband options such as coaxial cable and fiber optics, which offer awide
range of functionality, largely exceeding their potential use for meter reading. The
hardware, however, is currently expensive and not widely available.

Wireless solutions include applications using digital mobile telephone networks, radio
networks and satellites. The digital mobile telephone is becoming a popular medium
through which to collect metering information. Provided the networks are available,
digital mobile telephone connections can be installed quickly in areas where landline
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telephone connections are not feasible. These networks are designed to handle large
guantities of data and should be able to provide adequate bandwidth for services beyond
simple meter reading. Mobile radio networks are currently widely deployed, but are
unable to process the quantities of data, resulting from hourly meter readings. Fixed
radio networks are typically the lowest cost alternative for densely populated regions.
These networks consist of three types of radio networks; a Local Area Network (LAN);
aWide Area Network (WAN) and a System Controller Network. A Micro-cell
Controller (MCC) stores processes and transmits the data to a System Controller
Network through a WAN. The costs of fixed radio networks may prove lower than
those associated with mobile radio solutions, as the complexities associated with
mobility are avoided (George and Prins, 1998a). A further wireless metering
communications system currently under development employs low-earth-orbiting
satellites to achieve worldwide communications coverage. Some systems are already,
partially operational and are reportedly being used to read electric meters at remote
high-value customer sites for around $5 to $15 per meter reading (George and Prins,
1998a).

Internet applications can be adopted through either wired or wireless data transmission
applications. The Transmission Control Protocol and Internet Protocol (TCP/IP) are
sets of protocols developed to allow co-operating computers to share resources across a
network (Davis, 2000a). TCP/IP is built on ‘connectionless’ technology, where
information is transferred as a sequence of ‘ datagrams' . Datagram are collections of
data that are sent as single messages, through the network to a specified address
individually. While datagrams are in transit, the network doesn't know that there is any
connection between them. The TCP/IP protocols package and unpackage data to permit
its transmission (Davis, 2000b). The Electric Power and Research Institute (EPRI)
envisage the development of an ‘Energy Internet’ that would allow utilities and retailers
to gather and transmit data to and from meters (George and Prins, 1998b). An Energy
Network would allow utilities and retailers to manage customer loads, collect metering
data and provide direct marketing and feedback on energy usage through an Internet
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connection. However, there are currently some concerns regarding security and data
integrity.

One concern with metering is the potential that consumers and energy service providers
could be locked into a single technology that may quickly become obsolete. This can
have very serious financial implications as was recently experienced by Motorola Inc.
in the $5-billion Iridium project. Iridium operated a network of 66 low-earth orbiting
satellites offering wireless telephone and paging services that enable customers to
communicate from any location on earth. However, due to the decreasing prices of
alternative technologies the terms of the projects loan could not be met and the project
had to be abandoned (CNN America, 1999).

Utilities worldwide require mandatory interval metering for customers, whose
consumption is around 500 kW or more. Inthe U.K., metering is obligatory for al
customers above 100 kW (Allera and Horsburgh, 1998). Although interval metering is
the most accurate means of acquiring demand profiles, the financial implications of
metering installation and the resultant data processing costs, currently prevent
ubiquitous metering deployment.

4.3 Indirect Profiling: Employing Trends

Where metering is not considered viable, load profiling is becoming generally accepted
as the technique employed to support the implementation of retail choice. The UK
electricity pool depends on load profiling for settlement purposes and has thereby
established a means of estimating the demand profiles of a variety of customer types.
Customers are classified by their consumption patterns, which have been assigned

through an intensive research and monitoring program.

Generators sell produced power through a bidding system, whereby the generators that
bid the lowest price per kW secure the specified capacity to feed power to the system on
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that day. Suppliers buy eectricity from the pool, which they sell onto customers. The
pool price changes every haf-hour and price fluctuations can often be dramatic, as the
demand/supply balance changes. Customers are protected from the variations in pool
price by having fixed price contracts with suppliers kW (Allera and Horsburgh, 1998).

Prior to June 1999, only customers with a maximum demand of 100 kW or more (just
over 50,000 customers) had the option of choosing an aternative supplier. These
customers all had metering systems, which recorded their half-hourly consumption,
allowing the costs of supply to be recovered. Thereafter the competitive electricity
supply market extended to all 26 million U.K. customers. A large scale half-hourly
metering programme was not considered practical as the associated metering,
installation and data processing costs were expected to be substantial. An estimated cost
of £350 per installed meter indicated that the cost for full-scale deployment would
exceed £8 billion (Dick, 1999). Both the Electricity Pool of England & Wales and
Scottish Electricity Settlements Ltd concluded that, in general, load profiling would
provide a satisfactory cost-effective approach (Braithwait and Sung, 1998).

A load profile describes the pattern of electricity demand for a customer or group of
customers, distinguished by common characteristics over agiven period. Inthe UK,
load profiles are usually provided for a specific day or a representative day type.
Statistical relationships are employed to identify the influence of temperature and time
of sunset. The characteristics used to distinguish customers may include tariff rates,
economic activity or the ratio of the load factor. The profiles indicate how customers
use electricity differently. For example, typical domestic customers on the standard
single rate take a high proportion of their total usage during the day and evening, while
domestic customers on the two-rate Economy 7 tariff use proportionately more

electricity at night.

For energy trading purposes, the accuracy of load profiles for a particular period is not
of great significance. The importance is the load profiles ability to give an acceptable
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estimate of the cost of energy supply over the trading year. The inaccuracies that arise
are typically due to sampling and modelling errors. Sampling errors refer to the
inability of a sample load to exactly replicate the load characteristics of the relevant
population. Modelling errors relate to the limitations imposed by the assumptions used

to predict a particular load scenario.

The concept of load profiling is similar to that of setting rates, used by most regulated
utilities worldwide. Rates are typically based on cost-of-service models that use
customer class data, based on load shapes or, coincident peak demand to allocate costs.
Retailers are more concerned with the aggregate load of all customers they serve, than
with errors at the individual customer level. Where load profiles are used for scheduling
purposes, the discrepancies between the aggregate forecast load profile and actual |oad
represent an energy imbalance. Depending on the load profiling system employed, the
aggregate estimated profile may be accurate, even when customer level profiles are not.
A study examining the New England Electric System profiling method, found load
profiling errors for energy that were less than + 10 percent, whereas the errors for peak

demand were of the order of + 40 percent (George and Prins, 1998c).

Fundamentally, load profiling approaches may be classified as either static or dynamic.
Static load profiles are predetermined, typically from historical load research data and

do not vary with current conditions, such as weather. Dynamic load profiles use same-
day information to estimate load profiles and are typically estimated using one of three

approaches:
1) A technique known as dynamic metering employs metered data from a statistically
representative sample of customers read remotely each day. The accuracy of this

approach depends on homogeneity within groups of customers.

2) Dynamic modelling refers to a technique whereby statistical relationships between
half-hourly demands and driving variables such as weather, daylight hours and day
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type, are identified through regression analysis. The statistical model obtained is
subsequently used in the calculation of half-hourly loads for each day, based on the
current values of driving variables. The accuracy of this method is determined by
the homogeneity within groups of customers, and by the accuracy of the regression.
An dternative approach is to use historical demand data, which matches the current
day characteristics based on the system load, weather conditions or calendar days.

3) Net system load calculations are employed to estimate aggregate loads. This
approach subtracts the load from all customers with interval-metered data, from
total system loads. The remainder, known as the net system load is used to represent
the individual loads of each customer within the group. The accuracy of this
method, is again, largely dependent on the degree of homogeneity within the group.

An important consideration in developing load profiles is the number of customer
segments. The level of segmentation chosen may vary from the simplest option, where
all customersin a system are assigned the same load profile, to highly detailed
segmentation based on a variety of criteriathat are correlated with usage patterns. The
level of segmentation in a profiling system represents a trade-off between the cost of
developing and administering the process and the accuracy of cost estimation for
particular customers. The fewer the number of segments, the greater the likelihood of
cost shifting among customers in a heterogeneous population. In California, where load
profiles are currently segmented along traditional rate class lines, alternative methods
are being considered, including segmentation by average consumption, climate zone,
appliance mix and dwelling type (George and Prins, 1998D).

In the U.K., a contract for the provision of eight profile classes in conjunction with
related profiling services, was submitted for competitive tender by the Pool and was
awarded to the Load Research Group of the Electricity Association (Alleraand
Horsburgh, 1998). The EA had maintained a database of half-hourly electricity
demands for a sample of electricity customers (domestic, commercia and industrial)
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throughout the UK for a number of years. This national sample included approximately
2,500 under 100kW customers and was used as the foundation for profiling where each

customer was assigned to arelevant Profile Class.

A linear regression technique is used to determine statistical relationships between the
demand data for each half-hour with temperature and sunset time, the two most
significant factors influencing demand variations within the day and between seasons.
These regression equations are calculated for specific day and season types, and
recalculated annually for each Profile Class, based on updated sample demands. The
resultant EA profiles represent generic under 100 KW customers, segmented into eight
different groups (Alleraand Horsburgh, 1998):

Domestic unrestricted customers (single-rate)

Domestic economy 7 customers (two-rate), where the low rate period covers seven

continuous hours

Non-domestic unrestricted customers (single-rate/block tariff)

Non-domestic non-maximum demand Economy 7 customers (two-rate), where the

low rate period covers seven continuous hours

The remaining four non-domestic maximum demand customers are subdivided by

their load factor range: 20%, 20-30%, 30-40% and >40%

Figures 4.4 and 4.5 illustrate the nature of some of these profile classes. Figure 4.4
describes how the domestic profile can be scaled according to the number of occupants,
both the overall consumption and peak consumptions are seen to increase with the
number of occupants. Figure 4.5 depicts a number of industrial customers with different
load factors. Industrial customers are classified by variations in load factor, which are
largely dictated by the different industrial processes employed.
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Figure 4.5: Load profiles of industrial customers with varying load factors (Alleraand
Horsburgh, 1998)

The requisites of the eight load classes were that firstly, they each represented a
relatively homogenous group of customers and secondly, that each class was distinctly
different from the others.

Single rate tariffs will not change with the time of day. Two-rate tariffs are applied to
customers with atime switch, which controls part of the consumption, typically for
water heating or storage space heating. Customers with a two-rate tariff will have

switched loads controlled by the utilities depending on network system capacities. As



network capacity levels will fluctuate daily, the times at which switched loads are
applied will vary. For this reason, two additional generic profiles are created for two-

rate profile classes.

Distinctions are made between switched-loads and base-loads; to make allowances for
the consumption of appliances such as refrigerators that are continuously in use and
therefore alter the consumption of switched loads. To accommodate a variety of
switching regimes, generic switched-load profiles are manipulated according to
different time regimes and subsequently combined with the generic base-load profile to
create amodified profile. For example, where the switching regime's duration exceeds
the standard seven hours (00.30 - 07.30), the switched-load profile is simply * stretched’
to the required time-scale, while ensuring that the area under the curve remains
constant, by reducing the peak values. Figure 4.6 describes the profile stretching
technique, which essentially time-equalises a demand profile, the peak depicted for a
seven hour regime is considerably greater than that of an eighteen hour regime and the
area under both curvesisthe same. A similar approach is also used to redllocate a
continuous seven hours period into separate sub-periods for split regime tariffs, where
the low rate periods are for instance 02.30 - 07.30 hours and 14.00 - 16.00 hours.

Economy 7 Profile Class - lllustration of Stretching
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Figure 4.6: Profile Stretching (Allera and Horsburgh, 1998)
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The Electricity Association's Load Research Group has built up a database of half-
hourly customer demands for about 1200 domestic customers, which is updated
annually. The load profile data is supplemented by details of customer appliance
ownership and socio-economic characteristics. The data on customer characteristics
enables analysis of load profiles with relation to household size, property type, lifestyle
category, type of main heating and gas availability. (EA Load Research Group, 1998c).
A project currently being undertaken by the Electricity Association (EA Load Research
Group, 1998Db), involves the collation of load data from 175 customers, for a variety of
common household appliances. This project follows recently completed projects
monitoring lighting load profiles. The first lighting project reported that lighting
consumption is strongly associated with income and with the number of rooms and
occupants in adwelling (EA Load Research Group, 1998a). Other observations
reported included seasonal variations in lighting loads and variations between weekday
and weekend consumption patterns. A subsequent study (EA Load Research Group,
1999), reported the effect of introducing Low Energy (LE) lighting in the home and
found an a 16% decrease in the average annual electricity consumption on lighting
circuits due to the installation of LE light bulbs.

As load profile research data is collated, the various driving variables and their effects
on load profiles will become increasingly defined. Load profiling research is advancing
the understanding of different customer consumption patterns and will undoubtedly
become more accurate as further information and experience, is accumulated.
However, there are still a number of disadvantages in using load profiles as opposed to
actual metered data. Trading on profiled (estimated) data introduces financial risks due
to inaccuracies. A meter without communication, but with the ability to record half-
hourly values and store them for a set period is now available. The deployment of such
meters may minimise the risks associated with profiling (George and Prins, 1998a),
allowing suppliers to trade on actua readings in the secondary reconciliation process,
while simultaneously refining profiling methodol ogies and increasing their accuracy.
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Load Profile datais usually available by typical seasonal days. By defining a number of
seasonal profiles, for example spring, summer, autumn and winter days, the intermittent
periods can be interpolated from the defined profiles to produce a complete annual
demand profile.

4.4  Virtual Profiling: Building Simulation

An areawhere neither metering nor load profiling methods can be used to describe
demand profilesisin the application to buildings in the design stage. Building
simulation tools were developed to enable the analysis of building energy performance.
Thisfacilitated low energy building design and the subsequent analysis of energy
efficient retrofits by quantifying energy savings. Building smulation can be avery
accurate means of deriving load profiles. This method is not limited to the existing
building stock and can therefore be used to predict load patterns of new devel opments.
The currently available building simulation tools have the ability to model building
processes to varying levels of detail and accuracy. The processesincluded in an
integrated building model encompass; heat transfer, fluid flow, climatic effects, plant,
control and electrical systems (Kelly, 1998).

The esp-r system (Clarke, 1985) describes a building in terms of ‘ control volume flux
balances'. Thistechnique involves the discretisation of a building into a number of
small control volumes. A control volume is used to describe aregion of space
represented by a node, to which the principles of conservation of mass, energy and
momentum are applied. Each of the finite volumes represents the various regions of
the building (e.g. thermal zones, heating and air conditioning plant) within and between
which energy can flow. The physical elements of a building are described using control
volumes and created through the definition of boundaries around aregion of space. The
characteristics of each control volume can vary in size, shape and physical properties
(e.g. from homogeneous to hon-homogeneous, solid to fluid, etc.).
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The fundamental physical processes (e.g. heat conduction, convection and storage, air
and moisture flow, etc.) occurring within each control volume, are described using the
laws that govern the conservation of mass, energy or momentum. The link between
adjacent control volumes is represented by an energy or mass exchange. The transient
energy and fluid flow processes occurring within a building can be quantified by the
further definition of climate data, boundary conditions and control regimes. The
quantification of time-series electrical loads can be used to define load profiles. Thisis
of particular importance when applied to new buildings where consumption can not be
measured or accurately described by existing load profile classes.

In addition to the esp-r system, a number of other building simulation tools exist which
vary in their complexity but are similarly based on thermodynamic models of buildings,
some of which were listed in chapter 2. The limitations of theoretical modelling
programs are predominantly due to the difficulties incurred by users (Papamichael et al.,
1997). The difficulties identified were, the time involved in preparing model inputs and
the understanding of underlying modelling principles and implementation details. This
was sited as being especially true in the case of sophisticated simulation tools, which
rely on very detailed descriptions of the building and its context. Due to these inherent
difficulties, smulation capability is still limited to a small number of specialised
consultants. Thus, athough the potential for obtaining a limitless number of demand
profiles exists through simulation, the specialist knowledge requirement limits the
generic use of thistechnique.

Alternative building demand prediction methods are based on empirical or regressive
models, which require no knowledge of the physical processes that occur in buildings.
However, these methods are based on historical data and can therefore not be used for
new buildings. Two competitions known as ‘ The Great Energy Predictor Shootouts',
were conducted to evaluate the most effective empirical or inverse regression models
for modelling hourly whole building energy baselines (Harbel and Thamilseran, 1994),
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(Harbel and Thamilseran, 1998). The competitions provided competitors with data sets
and required different predictions based on the temporal data provided. Both
competitions found that neural network techniques were the most accurate means for
obtaining amodel of abuilding’s energy consumption. Neural networks are deployed
in the absence of a working theoretical model and are based on mathematical data
manipulation. These approaches employ regression techniques to find an approximate
relationship between independent and dependent variables. When successful, these
empirical models can be employed to predict the effects on dependent variables, of
changing independent variables. A neural network is normally determined by
nonlinearly mapping a number of input variables to the same number of output
variables through a polynomial which passes through each of the data points (Feuston
and Thurtell, 1994). This neural network isthen ‘trained’, by replacing the original
polynomia mapping function by one of any number of non-linear functions, which span
the function space. The final function depends on the training algorithm used, of which
there are many (Feuston and Thurtell, 1994).

4.5 Aggregated Profiling: The Database

The primary methods available for obtaining demand profiles have been reviewed. The
individual merits of these different techniques are related to the characteristics of a site,

for which ademand profileis required.

The availability of metered data, currently limited to larger electrical customers,
provides the most accurate description of load behaviour and is preferable where the
datais available.

Simulation techniques enabl e the effects of deploying individual technologies or a
combination of complementary technologies, to be quantified. The barriers of
simulation are dominantly related to specialist knowledge involved in both constructing
building models that accurately reflect reality and in using simulation packages.
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The quantification of load profiling observations could allow ‘rules’ to be applied to
original metered profiles, to estimate modified profiles. For example, in considering the
merits of advanced lighting technologies, a site’s metered profile could be fragmented
into lighting and residual loads, with knowledge of typical lighting profiles and the
site'sinstalled lighting capacity. The lighting profile could then be modified, by
applying the rules of observation gained through load profiling. These rules may
simply involve an increase in efficiency of a certain percentage, which could be applied
linearly. Alternatively, in considering the effects of daylight control or occupancy
sensors complex rules would need to be applied to the lighting profile, before
recombining it with the residual profile. This combination of demand profiling
techniques is what will now be termed aggregated profiling. Aggregated profiling
enables demand profiles to be predicted, through the employment of any individual
profiling technique or a combination of the techniques described.

The difficulty of accurately characterising temporal load behaviour through predefined
load profiling classesis clearly illustrated in Figure 4.7. Depicted in Figure 4.7 isa
comparison of normalised load profiles, of the domestic load profile from figure 4.3 and
the two domestic profile classes (economy and unrestricted) designed by the Electricity
Association's Load Research Group. It can be seen that neither of the profile classes
accurately describes the load behaviour of the measured residential site. A number of
fundamental differences between the profiles can be observed. Firstly, the base load for
the measured profile is significantly lower, than in either of the predefined cases.
Secondly, the morning peak in the measured data is more concentrated. Finaly, the
early evening peak described by the standard profiles occurs as afternoon electrical
activity in the measured data. A peak occurring around ten o' clock, possibly associated
with summer evening lighting is the only obviously shared characteristic. Because of
the way load profiles are employed in settlement, the ability of standard profiles to
describe individual sitesis not considered of primary importance. However, the
research being carried out by the Electricity Association's Load Research Group could

60



produce a number of invaluable rules, which could be applied to individual sites
through engineering judgement. As data becomes available which describes
consumption patterns associated with individual appliances as a function of some
statistical relationships, these relationships and profile ‘ signatures could be applied
through rules to produce more accurate, site-specific demand profiles.
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Figure 4.7: Comparison of actual domestic load profile with designed load profiles

Aggregated profiling is supported by the concepts of fragmentation and augmentation.
Fragmentation refers to the process of fragmenting a sites demand profile into the
individual profiles describing the consumption patterns of specific end use technologies.
Fragmentation facilitates the process of defining more accurate site-specific profiles. In
the example given above, it could be assumed that the lighting profile, of either of the
standard domestic profiles, is a close approximation to that of the actual measured
profile, the consumption of other loads, however, is poorly described. Profile
fragmentation into a number of different sub-profiles, would allow modified sub-
profiles to be recompiled to produce a more accurate |oad profile. The process of

recompiling profiles is termed augmentation.

In astudy carried out by the Florida Solar Energy Center (Parker et al., 1998), the
energy use in ten conventional control houses built in 1993 was metered. Data was
obtained at 15-minute intervals for a year on seven specific electrical end-uses.
Weather and internal comfort conditions were also monitored, in conjunction with hot
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water consumption and window ventilation status. Conclusions drawn from the field
data obtained indicated that several very different energy usage patterns are prevalent in
individual homes. Figure 4.8 illustrates the range of different consumption patterns
observed in this study. The differencesin energy use are clearly illustrated by the
differences between the maximum and minimum demands shown. The variationsin
demands were primarily due to the different cooling strategies employed by occupants.
Cooling energy in the houses varied by aratio of approximately 5:1, with the interior
thermostat settings found to account for 85% of the variation. Profiles such as the one
depicted in Figure 4.8 were given for each of the electrical end uses studied, showing
the range of maximum and minimum consumption patterns. As research continuesin
the field of demand characterisation, a database of various appliance profiles, together
with rules or functions of primary influences such as, the number of occupants can be
devel oped to support fragmentation.

500 -

40D _ lazamum

. :
g b
= o g E
i E E
[1:]
= i F
X ] o
O oo e
o 3 L -
=2 VErage s"\
] o ' -ﬁ F
z mn-: . Mesn oy
$o N i B
T, - ;18 inirmLam o
R e N R T Lt L
4 B B W 12 14 16 18 W 12 14
Time of Day

Figure 4.8: Daily Variations in Domestic Load Profiles form (Parker et al., 1998)
The Energy Information Administration (Energy Information Administration, 1993)

presented 28 tables of data describing the consumption of energy used by households in
the residential sector. The tables cover the following areas. major energy source; space
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heating; air-conditioning; water-heating; refrigeration and appliances. Each of the tables
presents non-linear regression estimates of annual energy consumption, which is
therefore not profiled. However, it isdivided into a number of categories, which
illustrate some of the variables thought to influence energy consumption. The Table
presented in Appendix A describes a variety of categories used to classify consumption.
Profiled data could incorporate the regression coefficients related to particular end uses,

to generate a number of household type profiles.

Fragmentation and augmentation can be applied independent of scale. Thus, if aprofile
for aparticular grid supply point was known it could be fragmented into a number of
customer profiles or vice-versa a number of customer profiles could be augmented to
provide agrid supply point profile. Figure 4.9 illustrates an example of how individual
profiles could be augmented to supply a community or grid supply point profile. The
data shown describes the 1998 static |oad profiles, used by the Pacific Gas and Electric
Company (Pacific Gas and Electricity, 1998).
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A Swedish study (Noren, 1999), analysed electrical loads in commercial buildings and
developed typical non-dimensional |oad shapes for e ectricity consumption for six
different categories of commercial buildings: schools, hotels, department stores, grocery
stores and health buildings. The approach employed assumed that the building function
determines the shape of the consumption pattern, which varies depending on the day
type (i.e. weekday, weekend or holiday) and outdoor temperature. Annual electricity
consumption figures are used to scale the profilesinto actual load shapes. This
approach results in the capacities of individual loads becoming less significant, than the
way in which they are employed. Figure 4.10 describes some of these profiles for a
typical weekday, given an outdoor temperature between 5 and 10°C. Regression
analysis was carried out on the various profiles to identify the primary influences on
demand. For example, it was identified that schools with kitchens had very different
demand profiles to those without. A number of different relationships between buildings
and demand patterns are being researched, consequently various different approaches to
classifying profiles, e.g. by building function or by load factor, are being devel oped.
These approaches can be used to complement each other, to provide arange of profiles

for describing individual sites.
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Figure 4.10: Weekday load profiles of various building functions for outdoor
temperatures between 5-10 °C (Noren, 1999)

The Energy Efficiency Office in the Department of the Environment have produced a
series of literatures entitled Energy Consumption Guides (Energy Efficiency Office)
and Fuel Efficiency Booklets (Energy Efficiency Office) which quantify energy savings
resulting from avariety of energy efficiency technologies. The Energy Consumption
Guides have published savings by building function, e.g. offices, hotels, sports and
recreation etc. and the Fuel Efficiency Booklets publish savings by different categories
of technologies, such as boiler and refrigeration plant. The collation of these energy
savings both by technology and by building function would make a powerful addition to
the aggregated profiling environment. The savings resulting from certain energy
efficiency measures together with rules which determine how the savings effect the
shape of profiles could be used to manipulate reduced case profiles. Such arule based
strategy is ideally suited to aggregated profiling, as for example a sites profile could be
fragmented, enabling technology specific savings to be applied to the relevant end use
profile and subsequently the fragmented components could be augmented again to
determine profile resulting from retrofits.

65



However, for a more accurate description of profiles resulting from retrofits, simulation
could be deployed using a base case model together with models for a variety of retrofit
options. Additionally, simulation could be employed to generate a number of end-use
profiles, which are heavily dependent on building construction. These simulated profiles
could be aggregated to predict the demand profiles for avariety of different

constructions.

Thereis avariety of possible means for obtaining demand profiles; aggregated profiling
is the framework in which each method can be deployed, depending on data
availability. This enables community or grid supply point profiles to be produced,
simply by selecting the particular amalgamation of profile types. Similarly, individual
site profiles can be compiled from an aggregation of ssmulated profiles, standard
profiles and actual measured profiles. This combination may describe seasonally

consistent loads and loads which vary with temperatures or other known variables.

4.6 Summary

The various techniques used to obtain demand profiles have been reviewed. A
framework has been presented in which every technique available can be used in
paralel, to produce arich dataresource for describing load characteristics. This
framework has been termed aggregated profiling and it is supported by the concepts of
fragmentation and augmentation. Fragmentation allows profiles to be decomposed into
sub-profiles which, describe some individual characteristic of a profile. Augmentation
refers to the process by which these individual profiles can then be modified by some
rule and consolidated. The collation of datathat can describe the relationships between
certain loads and their driving variables is beyond the scope of this work. However,
this framework is used to derive profiles with data that is currently available to support
the work that follows in the proceeding chapters of thisthesis.
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Chapter 5: Supply Profiles

51 Introduction

Strategies for small-scale RE integration can be evaluated through the analysis of
supply profiles from renewable technol ogies examined with respect to demand profiles.
The opportunities for renewables to make significant contributions to the supply
infrastructure are particularly evident where a supply profile can be employed to cancel
the peaks in ademand profile. Various means for obtaining demand profiles were
discussed in the previous chapter. The focus of this chapter is the acquisition of
renewable supply profiles. Aswith demand profiles, the relevant information can be
obtained through measurement. However, unlike demand profiles, which, with the
exception of buildingsin the design phase, are existential, supply profiles are largely
virtual profiles, i.e. potential profiles that cannot be measured. Moreover, renewables
are known to be extremely site specific as their output is dependent on climate and
situation. Thus, a supply profile carefully monitored in one location will not correspond
to the profile of the exact same technology in another location. For this reason, the
emphasis of this chapter is on the prediction of profiles through mathematical models.
The modelling approach avoids the significant costs associated with building test sites
and the time required, to obtain supply profiles. Additionally, mathematical modelling

can be applied to any location without loss in accuracy.

The prediction of temporal supply profiles from three renewabl e technologies:
photovoltaic, wind and solar collector systems will be examined. These technologies
have been selected, as they are currently considered to be the most viable of the
renewable technologies. The modelling objectives were twofold: firstly, models were
to be generic in nature to enable their use in the prediction of performance for varying
designs of the same technology and secondly the models were to be based on input
parameters which are readily available from manufacturers' specifications.
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The derivations for each of the models are described in the following sections. The
methodologies used could be applied to derive models for other technologies, enabling
their performance prediction, and subsequent use in determining their effects on
demand profiles. The models derived do not account for the limitations imposed by the
building in which RE technologies are to be integrated. Building constraints such as the
available integration surface area require prior evaluation through the examination of

site plans and can subsequently be used to specify maximum RE capture areas.

5.2 Modelling Photovoltaic Generators

Intrinsic semi-conductor materials are characterised by covalent-bonding, which holds
the crystal structure through the equally sharing of electrons. The electrical conduction
properties of these materials can be manipulated through the deliberate addition of
impurities, termed doping. Doping a semiconductor with atoms containing a surplus of
electrons transforms the material into an n-type semiconductor in which electrons are
comparatively mobile. Conversely, p-type semiconductors are doped with electron
deficient atoms. The photovoltaic principal is based on ajunction between p-type and
n-type semiconductors, termed the p-n junction. In a state of thermal equilibrium,
electrons are prevented from diffusing across the junction by the electro-static potential
established between the opposing charges. The absorption of energy contained in
photons of light causes the charges to move against the static electric field, where
thermally excited electrons in the p-type materia flow fregly into the n-type material,
which gives rise to the photon-induced current.

Many different PV modelling techniques are currently available which could be used to
determine a specified PV systems supply profile. The very detailed level of simulation,
suitable for cell design purposes, which can evaluate the current flows and voltage
distributions throughout the cell (Maotro and Araujo, 1997), are not suitable for
determining PV supply profiles for modules available on the market, as they require
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detailed input parameters not available from manufacturers specifications. On the other
hand, over-simplified approaches, which determine annual energy outputs (Caamano
and Lorenzo, 1996) as opposed to temporal profiles, are equally unsuitable. The
electrical behaviour of aPV system is highly dependent on solar geometry and thermal
performance, which cannot be neglected in the prediction of supply profiles. For this
reason, circuit simulation software employed to model PV cells by equivalent electrical
circuits (Katan et al., 1995), are not capable of examining variations to supply profiles
resulting from changes in system configurations. Other models, which could be applied
to produce supply profiles, require curve-fitting parameters (Russell, 1994), (Kelly
1998) determined through experimentation, and are therefore not generic in nature.
Bryan Fry (Fry, 1998) reviewed three different mathematical techniques for predicting
the performance of PV models. These models utilise a dimensionless diode curve fitting
factor which neglect any imperfections in the cell, and assume the cell efficiency is
independent of the intensity of incident radiation. These assumptions result in fairly
accurate results at high levels of isolation, but become increasingly inaccurate at lower
levels, particularly below 400W/m?.

A generic model has been developed without the use of curve fitting factors which,
either effect the accuracy of results or have to be determined through experimentation.
This model can be applied to any PV configuration of silicon cells. The input
parameters are manufacturers’ data, situation and climatic parameters. The model
encompasses solar geometry to calculate the angle of incidence of solar radiation on the
PV surface. Reflection losses are subsequently evaluated depending on the solar angle
of incidence. The portion of radiation incident on a panel’s surface, which is not
reflected is that which can result in a photon current. A therma model, based on an
energy balance is used to evaluate the panel temperature, which directly affects the
power capacity of acell. Finaly, an electrical model is used to determine the supply
profile. The physics of cell performance has been described extensively elsewhere
(Kelly, 1998), ( Fry, 1998), (Decher, 1997).
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Duffie and Beckman (Duffie and Beckman, 1974) describe the various aspects of solar
geometry, which have been summarised in Appendix B.1. Three components of
incident radiation: direct, diffuse and reflected are calculated according to the
methodology described in the Appendix B.1. These components are incident on an
arbitrary surface at different angles. The losses incurred through reflection will depend
on the angle of incidence of each of the components. By accounting for reflection
losses, the actual radiation absorbed by the silicon, and therefore able to generate a
photon current, can be obtained.

5.2.1 Losses by Reflection

Reflection losses is the term used to describe the portion of incident light which fails to
be absorbed by the silicon layer, and includes both the light that is reflected and that
which is absorbed. Reflectance |osses are dependent on the angle of incidence of the
incoming light, and on the material properties of a PV module. The angle of incidence
for the direct component is obtained using Equation B.1.1., where the angle depends on
the position of the sun relative to the panel surface. For the diffuse and reflected
components, multiple angles of incidence exist. To simplify the process of determining
the losses by reflection for these components, Brandemuehl and Beckman
(Brandemuehl and Beckman, 1980) suggested the use of equivalent angles of
incidences. These angles for both diffuse and ground reflected radiation are described
in Equations 5.1 and 5.2, respectively, which assume the angles are dependent on the

angle of tilt, t, only.

f g = 59.7- 0.1388% + 0.0014971 > Equation 5.1
2 Equation 5.2
f . = 90.0- 0.5788% + 0.002693*
Where far = Effective angle of incidence for diffuse radiation
fr = Effective angle of incidence for reflected radiation
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To estimate the reflectance losses, the relative portions of light, which are absorbed,
reflected or transmitted require to be evaluated. Coefficients for absorption, reflection
and transmission can be defined as functions of the wavelength and angle of incidence
of incoming radiation. Experimentation has shown that the angular dependence on
wavelength is relatively weak for atypical PV module encapsulation (Preu et al., 1995).
By neglecting the dependence on wavelength, it is possible to estimate the fraction of
solar radiation, which is successfully absorbed in the silicon layer of PV constructions.
Employing three fundamental laws, which govern optical behaviour, together with the
fact that for any transparent surface the sum of absorbtance, reflectance and
transmittance must be unity (Duffie and Beckman, 1974), the portion of radiation
absorbed by the silicon can be quantified. The optical laws used are described in
Appendix B.2.

Figure 5.1 illustrates how these optical laws are used to evaluate the various
components of reflected, absorbed and transmitted light from an incident beam, on an
arbitrary interface between two mediums of refractive indices n1 and n2. The incident
ray I, isshown incident at angle q;. The refracted angle, . is determined using Snells
law, and Fresnel’s relationship is used to determine the reflected component. The
incident light, which is not reflected, is transmitted into medium 2, and absorbed over
itsthickness t, according to Bougers' Law. A second beam is seen travelling from
medium 2 back to medium 1. This beam represents an internally reflected beam R’
incident at its refracted angle gs. Thisinternally reflected component is reflected

internally again R’’, and the residual component is transmitted back to medium 1, t".
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Figure 5.1: Optical characteristics for a single interface of two mediums with refractive
indices n1 and n2

A typical PV construction will consist of multiple layers, and at each interface, the
incident beam will be divided into areflected and transmitted part, resulting in multiple
reflections and interferences between the layers. Various approaches have been adopted
in modelling the optical performance of PV modules. One approach used employs an
empirical correlation for the reflectance of glass front PV modules as a function of
incidence angle (Fry, 1998). The validity of such an empirical correlation will vary
depending on the structural composition of the PV module. Other approaches employ
ray tracing techniques (Lanzerstofer, 1995) (Preu et al., 1995), adopted for this work.
Ray tracing ‘follows an incident beam through the various interfaces, the transmitted
portion is subsequently traced to the next interface, whilst the reflected component is
traced back to the previous interface. Rays are traced until the reflected component
entering the silicon layer becomes negligible. Figure 5.2 illustrates the ray tracing
methodology on the multiple layered structure defined in Table 5.1. The incident beam
isreflected and transmitted at each layer. For clarity the multiple reflections, and

subsequent transmissions are not shown.
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Table 5.1: Material properties assumed for typical PV configuration (from Lanzerstofer,

1995)
M ater il | ndex Thickness Refractive Coeff-icie.nt of
(mm) Index Extinction

Air 0 - 1 -

Glass 1 2.0 1.52 0.05
EVA 2 0.5 1.48 -
Titandioxyd 3 0.000064 2.34 -
Silicon 4 0.5 36.... 6.9 -
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The optical characteristicsin Table 5.1, are based on the construction of atypical silicon
based module. The extinction coefficients, for al but the glass layer are neglected, as
the other layers are so thin. This structure is assumed in calculations involving
reflection losses. Figure 5.3 illustrates calculated reflection losses at a range of incident
angles from O - 90 degrees. Two different structures are shown, the blue trace
illustrates the radiation transmitted to the silicon layer for the four layered structure
described, the second trace represents a three layered structure, identical to the four
layered without the titandioxyd layer. A noticeable improvement in the radiation
absorbed by the silicon layer can be seen, for the four layered structure. Both structures
are very susceptible to oblique angles of incidence.

Reflection Losses

0.9 +
0.8

0.7
0.6
0.5
0.4 -
0.3
0.2
0.1

—4 layer

——3 layer

Figure 5.3: Net reflection losses for varying angles of incidence

5.2.2 Thermal Model

Temperature increases in PV cells result in reductions in open circuit voltage, which in

turn reduce the power output. A temperature increase from 40 to 150°C can reduce the
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power output by 60% (Decher, 1997). It istherefore vital to predict the panel
temperature when modelling a PV system. PV-hybrid systems recover heat from the
module, reducing the panel temperature and simultaneously producing a source of low-
grade thermal energy. The heat available from a hybrid system is calculated to predict a
thermal supply profile. Thermal demand and supply profiles can be examined in a
similar fashion to electrical profilesto evaluate complimentary systems.

Figure 5.4 illustrates the various thermal exchanges modelled for a PV hybrid system.
If ahybrid system is specified, the radiant exchange with the back wall, and convective
heat |osses from the panel to the air gap are considered. When modules are configured
without heat recovery these terms drop out, leaving only the radiation exchanges with
the sun and sky, convective heat |osses due to wind conditions, and hest |oss through

power extraction, to be considered.

Qsolar sty

Quwind

Figure 5.4: Thermal parameters considered in PV model

The derivation of solar radiation absorbed by the silicon Qsia, Was described in the
previous section. Research activitiesin the field of solar collectors, has established the
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relationships describing the thermal exchange between a surface and its environment.
The equations employed to calculate the radiant exchange between the module and the
sky, Qsy, and the convective heat loss for an external PV surface exposed to wind,
Quing, are given in Appendix B.3.

The radiant exchange between the back of a panel and wall in hybrid configurationsis
assumed to be that of two parallel grey surfaces, as described by Equation 5.3 (Rogers
and Mayhew 1992).

_ Axs ><(T4- Twall4)
Qrom = 1,1 Equation 5.3
€ el
Where Qr g = Radiant Exchange with wall

e = Emissivity of PV backing

€val = Emissivity of wall

A = Surface Area of PV

Twar = Temperature of wall

The wall temperature is assumed to be at ambient temperature, provided the average
ambient is above 10°C, otherwise the wall temperature is assumed to be 10°C, due to
internal heating. This simplification isinvoked as the detailed modelling of buildingsis
beyond the scope of thiswork. In sophisticated building simulation packages the wall
temperature would be calculated, and the temperature gradients determined (Kelly,
1998).

Convection in the air gap will depend on whether the ventilation is forced or natural, on
the air temperature and on the geometry of the air-gap. The approach adopted in

predicting the convection heat transfer employs a number of empirical correlations with
corresponding conditions for use, to calculate the Nusselt number. The Nusselt number
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is defined as the dimentionless temperature gradient at a surface, and provides a
measure of the convection heat transfer occuring at that surface (Incropera and DeWitt,
1996). The Nusselt number is used to calculated the convective heat transferr
coefficient based on the previous air gap temperature cal culated, whose calculation is
described by Equation 5.4 (assuming constant atmospheric pressure).

Tar=————————+Tpev Equation 5.4

Where m = mass of air (m = volume” density)
Co= specific molar heat capacity at constant pressure
Tar = Temperature of air at time, t
Tores = Temperature of air at time, t-1
Q:_gap = Radiative heat transfer in gap
Qc_gap = Convective heat transfer in gap

The temperature of the air effects the various dimentionless parameters used to evaluate
the Nusselt number, and the convective heat transferr coefficient. Air properties at
different temperatures in the air-gap are determined from regression equations derived
from tabulated values at 175-325 K (Rogers and Mayhew, 1992) for dry air at low
pressure. The equations used are listed in Table B.1, in Appendix B.4, and all other
dimensionless parameters used in calculating the convection heat transfer are givenin
Table B.2.

The subsequent correlations used to calculate the Nusselt number depend on whether a
natural or forced ventiation system is used.

Where natural ventilation is specified, the driving forces are assumed to be buoyancy

forces. More detailed fluid dynamic approaches have identified wind induced pressure

differences between the top and bottom of the fagade as another influential driving force
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(Mattson et a., 1995), however such detailed analysisis beyond the scope of this work.
Instead, empirical correlations for external free convection flows are employed
(Incropera and DeWitt, 1996), which use the characteristic length L, defined by
Equation 5.5, and assume a constant panel temperature to obtain the relevant

dimentionless parameters.

L=_° Equation 5.5

Where As = PV surface area
P = Perimeter length

Table B.3 summarises the various correlations, and the conditions for their use. Where
panels are arranged vertically, one of two correlations is used. One of which appliesto
the entire range of Rayleighs numbers. The other can be applied where Rayleighs
numbers are less than 10°, and result in slightly better accuracy. For avertica plate, the
buoyancy force acts exclusively to induce fluid flow upwards, if the plate temperature is
greater than the air temperature, or downwards when the plate is cooler. If the plateis
inclined with respect to gravity, the buoyancy force has a component normal as well as
paralel to the surface. A reduction in the parallel buoyancy force reduces the velocity
along the plate. It isrecommended that for inclinations, t, between 0 and 60 degrees, g
be replaced by g” cos(t), when calculating the Grasshof number, after which the same
correlations as for the vertical plate are used. For horizontal plates the buoyancy force
is exclusively normal to the surface, and the flow patterns and heat transfer will depend

strongly on weather the plate is hotter or colder than the air temperature.

Alternatively, forced convection may be specified in which case the driving force is due
to mechanical ventilation, and a constant flow rate is assumed. In this case, the flow in
the gap is treated as an internal flow in a circular tube. By employing an effective
diameter as the characteristic length, the circular tube results can be applied to the non-
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circular geometry found in PV-hybrid applications. The effective diameter used is the
hydraulic diameter. The corresponding dimensionless parameters are shown in Table
B.2 (Incropera and DeWitt, 1996).

4Ac Equation 5.6
P

Dh=

Where Ac = Flow cross sectiona area
P = Wetted perimeter

Fully developed flow is assumed and the Reynolds number is calculated to determine
whether the flow islaminar or turbulent. The correlationsin Table B.4, are used for
laminar flow (Reynolds numbers less than 2300) and where turbulent flow has been
determined, a number of conditions are used to decide on the correlation used. These
conditions are based on; the Reynolds number; the Prandtl number; the temperature
difference between the PV surface and the air, and the geometry of the air gap. Both
the conditions are corresponding correlations are given in Table B.6. The correlations
for friction factors are given in Table B5. [All of the correlations used have all been
obtained from Incropera and DeWitt, 1996]

The final heat loss is that which is removed through power production, Quow, the
quantification of which is discussed in the proceeding section of this chapter. Once the
various heat 1oss mechanisms and the solar radiation absorbed have been determined, an
energy balance is used to establish the panel temperature. The Energy balanceis
described by Equation 5.7, which is solved for the panel temperature using the Newton-
Raphson method.



4 4
As >(T - Twall ) 4 _4
mxDT = QS' # - eXANFs Tg(y - T
—t+t—-1 Equation 5.7
€  Cwal q

'A*\Nind>(Ta' T) - A*b>(Ta' T) - onw

Where m = mass of silicon layer
C = gpecific heat of silicon
DT = changein panel temperature

The mass of the silicon layer is calculated using the panel dimensions and the typical
silicon width of 0.5 mm. When a hybrid system has been specified the potential for
heat recovery is evaluated by summating the energy loss through the radiant and
convective components to the air gap. Figure 5.5 illustrates an example in the
differencesin a PV panel temperature obtained, for a system specified without heat
recovery, with natural convection and with forced convection, at aflow rate of 2m/s.
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Figure 5.5: Panel temperatures resulting from different modes of heat recovery
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5.2.3 Electrical Model

Figure 5.6 describes the equivalent electrical circuit used to model a PV cell. The p-n
junction is represented by a current source, where the output Is, is dependent on the
photon flux. The current through the diode I;, is used to represent recombining hole and
electron pairs, which reduces the output from the cell. The cellsinternal resistance, R;,
isin series with the load resistance, R.. The shunt in parallel with the p-n junctionis
the intrinsic self-shortening of the cell, which is usually small enough to be negligible in
silicon cells. However, it has been shown that the inclusion of the shunt resistance
enables the modelling of amorphous cells (Fry, 1998).

Ri
A
+ ! i
S 4 i
Current l
Source <|> Shunt R v
_ {

Figure 5.6: Equivalent circuit for aPV cell

This equivalent circuit is used to evaluate the dark and source currents, which enables
the power output from a cell to be predicted using the methodology described below.

Dark current calculation

In the absence of a photon flux reaching the p-n junction, a static electric field is
established as minority carriers diffuse into the majority carrier region. Thisdiffusion
establishes a current, known as the dark current, which is primarily dependent on cell
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temperature, and on the diffusivity and lifetime of the minority carrier. The dark

current, |, is defined (Decher, 1997) as:

a2 xemoaenmo X @ ol
|o—4x(;xp e0 ><(;h E@TO D2 _g
§ 1 g élnsgéepn "6 KT

Where e = Electron charge (1.602 x 10™*° Coulomb)

= Electron mass (9.109 x 10" kg)

h = Planck’s constant (6.626 x 10 kg)

m, = Hole diffusion velocity

m = Electron diffusion velocity

Se = Electrical conductivity for electrons
=Band gap (1.1 eV for silicon)

k = Boltzmann's constant (1.381 x 102 JK)

T = Cell temperature (K)

Equation 5.8

Material property parameters such as the hole and electron diffusion velocities are

typically not available from manufacturers specifications. However, these parameters

can be lumped together into a single material parameter, x, which enables Equation 5.8

to be reduced to 5.9.
4
-I-.. W
lo= ng_xg xexp? gg
eeg e kT g
Where
X ><e><meo aentheO
X = 4"6 + XC
R g eLnseg

87

Equation 5.9

Equation 5.10



The value of x can be obtained through the substitution of manufacturers performance
data at standard test conditions (STC), as follows:

From the electrical equivalent circuit detailed in Figure 5.6, the diode current, |;, is seen
to be:

Equation 5.11

Where |s = Source current (A)

| = Output current (A)

The diode current is related to the dark current according to Equation 5.12. (Decher,
1997)

expZY 40 Equation 5.12
ekxT g

Where, V isthe voltage across an external load. Equating 5.9 and 5.12, rearranging the
terms, and substituting in panel characteristics at STC, enables the material property
term x to be evaluated, as described by Equation 5.13.

e kKT s1c ) g Equattion 5.13

= sepe—2 a1
g e 4] ekT stcdl

Where |s = short-circuit current at STC
| m= maximum power point current at STC
Vm = maximum power point current at STC

Tsrc = Reference temperature

Having obtained a value for x, dark current can be obtained using Equation 5.9.
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Source current calculation

The source current, I, islinearly dependent on the solar radiation absorbed and on
panel temperature.

This linear relationship can be evaluated by accounting for reflection losses. The
reflection losses at STC and at the conditions under which performance is being
predicted will usually be different and will in turn affect the quantity of solar radiation
available at the p-n junction. It is therefore necessary to calculate the reflection lossesin
order to make use of the linear current-radiation relationship. The radiation used under
standard test conditionsis aways directly normal to the panel surface and the
consequential reflection losses can therefore be evaluated at an incidence of zero

degrees.

The source current density, in the case of silicon cells, is known to increase with
temperature at arate of 10*Am?K™ (Decher, 1997). This figure has been used to

account for changes in current resulting from a deviation in the STC temperature.

Equation 5.14 describes the method used to predict the source current for silicon cells.

I sTcQsteX(0) 4 ,
ls= T +10 "X STCX(T' Ts-rc) Ap

Equation 5.14

Where Istc = Short circuit current at STC
Qsrc = STC Irradiance

r(0) = Reflection losses at zero incidence
Q = Predicted solar radiation

r = Predicted reflection losses

T = Predicted panel temperature

Tsre = STC Temperature

Ap  =Modules area
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Voltage and Power Output
By combining Equations 5.11 and 5.12 (Decher, 1997), the load current I, of the

equivalent electrical circuit can be calculated as follows:

C aewE Equation 5.15
I=1s-1j=1s- 1 oop—2- d
& ekxTg 0

For open circuit voltage (R, =¥ W), theload current I, is zero, resulting in the

following relationship:

LS

Voo = ><Ir§_ + '—52 Equation 5.16

e ¢ log

The temperature dependence of the open circuit voltage is clearly described by the
above Equation, and its effect isillustrated in Figure 5.7.

0.6
0.55 A

©
6]
I

0.45 ~

Voc per cell (V)
o
~

0.35 ~
0.3 ‘ ‘ ‘ ‘
25 50 75 100 125 150

Temperature (deg C)

Figure 5.7: Effect of temperature on open-circuit voltage

The voltage across the external load can therefore be calculated by combining
Equations 5.15 and 5.16 to give (Decher, 1997):
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The product of the open circuit voltage, V«, and the source current |s, defines the power
density of acell. However, the actual power available from the cell is dependent on the
load resistance. The ratio between the power obtainable and the power density is
known as the fill factor, and is described by Equation 5.18 (Decher, 1997).

eo V1AL 9]
TV In(1 + A) Equation 5.18

Where J, istheratio of load current | and dark current |,, and A isthe ratio of supply
current |s, to the dark current.

The maximum operating condition, known as the maximum power point, is relatively
close to the open circuit voltage and short circuit current condition. One approach used
in predicting this optimum point has employed neural networks, trained on measured
data (Hiyama and Kouzuma, 1993). The need for measured data has been avoided in
this work, to preserve the generic nature of the model. Hence, the maximum power
point is obtained by differentiating Equation 5.18 with respect to J, and setting the
resulting expression to zero. Performing this operation yields the implicit expression
for J, described below:

IM1+AX1- )] =d— D Equation 5.19

[1+AX1-J]

A maximum power point tracker is a device, which will vary the load resistance for
particular operating conditions, to optimise power output from the system. The power
output is aways calculated by assuming the PV system to be operating in conjunction
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with such adevice. Thisassumption is reasonable as building-integrated photovoltaic
systems nearly all employ a maximum power point tracker (Fry, 1998). The above
Equation is solved for J, using the Newton- Raphson technique, and provides a solution
for the current flowing through a particular load resistance. The corresponding voltage
can be calculated using Equation 5.18, enabling the power output from a single cell to
be determined. The power output of a module is calculated by scaling the single cell
output according to the module configuration and the number of modules contained
within a system.

PV systems produce DC current, and where these systems are integrated into the
electricity supply network, or used to supply AC loads, an inverter is required to convert
DC to AC current. Inverters are power electronic converters, which convert DC at some
voltage to AC at some voltage and frequency, transferring power with typicaly high
efficiencies from DC to AC. The crudest inverter simply switches the DC input on and
off at a specific frequency to produce the required AC output. Switching at a 50% duty
cycle, where the on period equals the off period, gives a square wave with the mean
output voltage half of the input voltage. More sophisticated inverters include complex
topographies and control functions employed carry out switching at high speeds and
produce a near perfect sinewave output, stepping up the voltage as necessary. Inthe
UK, there are a number of regulations, which are influencing the design and use of
inverters (Simmons, 2000). The first commercialy available inverters were line
commutated, followed by self-commutated and pulse width modulation inverters which
include either line or high frequency transformers and often incorporate several stages
of power conversion. More recently, designs include string-based units, transformer-
less concepts, and multilevel converter technologies (Calais et a., 1999). All inverters
consume some of the energy that they are converting and transferring from DC to AC.
Generaly, inverters operate at relatively low efficiencies below, and high efficiencies
above, 25% of the inverter rated power (Simmons, 2000). The inverter efficiency hiny,
isincluded in the final power output P, of a PV system, and is described in the
following relationship.
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P = IV mnNh oy Equation 5.20

Where m = number of cellsin series
n =number of cellsin parallel

N = number of modulesin specified system

A detailed electrical model of the inverter, which accounts for the switching losses and
device impedance, requires information, which is not readily available from
manufacturers specifications. Additionally, the rapid advances in inverter design
further complicate the modelling process. Consequently, an approximation has been
incorporated based on atypical inverter, characteristic performance curve. The
approximation accounts for the losses in efficiency, at low percentage loading. The
characteristic curve is described in Figure 5.8, and is obtained using Equation 5.21.
- (200-h may) _
hoo- eT Equation 5.21
Where hpnax = Maximum Efficiency at 100 percent load
pL = Percentage Loading
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Figure 5.8: Characteristic Inverter Curve
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5.3 Modelling Wind Energy Conversion Devices

The primary objectives in modelling wind systems were the same as for PV: that the
model would be applicable to a variety of wind energy conversion systems, and that the
inputs to the model could be obtained from manufacturers' specifications. A
fundamental approach in determining performance requires the prediction of
aerodynamic loads. The difficulties in predicting aerodynamic loads are driven by the
combined influences of three-dimensionality, unsteadiness, and dynamic separation
(Robinson et a., 1999). Three-dimensional cross flows as well as quasi-steady and
unsteady separation events arise from both the stochastic nature of the inflow and a
variety of turbine design parameters. Rapid changes in wind speed or direction
dynamically alter the local angle of attack along the span. Additionally, the stall
characteristics of the airfoils used over the tip region of the blades strongly affect the
dynamics of therotor. Low lift airfoils with gentle stall characteristics reduce blade
dynamic excitations, whereas high-lift airfoils minimise blade solidity, enhance starting
torque, and are more efficient in laminar flow conditions (higher lift-to-drag ratio)
(Giguere and Selig, 1999). Because of these many influences, accurate and reliable
prediction of wind turbine aerodynamics requires detailed data about wind flow and
turbine design. Detailed models exist (Muljadi et a., 1998) which can predict high and
low-speed shaft torques as afunction of time. However, these models require detailed
turbine data including blade geometry, rotor inertia, drive-train inertia, and stiffness and
damping of the rotating shafts. The drive train stiffness of a particular turbine dictates
whether drive train dynamics need to be included, and the pitch actuation system used
will determine the actuator dynamics (Pierce and Fingersh, 1998)

The requirement to model performance based on manufacturers’ data and climatic
parameters constrained the approach to neglecting the fundamentals of detailed
aerodynamic performance. Other models based on similar input requirements are either
oversimplified or require comprehensive input data to predict performance. For
example, a CAD tool for renewable energy systems (Enslin and Potgieter, 1996)
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assumes rated power production for wind speeds with sufficient velocity, and neglects
any power production in the run up to the devices rated power. Another exampleis that
of the MORENA software package (Ramirez, 1998) which calculates power output
from the standard equation;

E ion 5.22
P=§>Cp>r AR quation 5

Where C, = Coefficient of performance
r = Air density (kg/m°)
A ~Swept area of blades (m?)
V = Wind speed (m/s)

The power is calculated assuming a constant Coefficient of performance (Cp).
However, Cp isafunction of blade tip speed and pitch angle, asisillustrated in Figure
5.9. Bladetip speed varies with wind speed, and the blade pitch angle is variable for
pitch regulated machines.
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(do) waroyy:

Tip Speed Ratio

Figure 5.9: Power coefficient surface as a function of tip-speed ratio and blade-pitch
angle. (All negative Cp values have been set to zero (Hand and Balas, 1999)

The approach taken by Loughborough University (Child et al., 1996) is to calculate
power output using the empirical wind turbines power curve data as alook-up table.
The approach adopted in thiswork is similar to that taken by Loughborough University
but with an attempt to remove the extensive input data requirements. The method
involves the mathematical characterisation of performance curves based on alimited
number of points on the curve. Variations in accuracy between using a look-up table of
performance curves and mathematically approximating performance curves are thought
to be insignificant as climatic data will rarely capture actual wind dynamics.

Four wind turbine classes have been defined to account for marked differencesin
performance. The classification has been devised to account primarily for power
regulation, which can be separated into unregulated, stall regulated and pitch regulated
turbines. Thefinal class of turbine is the ducted wind device (Webster, 1979) is
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distinctly different from other turbines, as it exhibits sensitivity to wind direction
(Pendas, 1999), due to its encapsulated design. Additionally, the ducted deviceis

currently not being manufactured as it isin the early stages of development.

The turbine type classification dictates both the input data requirements and the
mathematical procedures used in predicting power output. . The turbine-class-specific
data requirements are outlined in Table 5.2. A number of other parameters, which are
independent of the turbine class are required in the performance cal culations including
blade swept area, turbine (hub) height and the reference air density used by
manufacturers to produce the empirical power curve. All parameters can be obtained
from power curves, with the exception of the ducted wind turbine, for which no
manufacturers’ data exists. For the ducted wind turbine, the machine' s orientation is
the only turbine specific input parameter required.

Table 5.2: Turbine specific data requirements

Turbine Type Data Requirements
Stall Regulated | Cut in wind speed and power

Nominal power and associated
wind speed

Peak power and associated wind
Speed

Cut out wind speed and power

Pitch Regulated | Cut in wind speed and power
Nominal power and associated
wind speed

Cut out wind speed

Unregulated Cut in wind speed and power
Cut out wind speed and power
Ducted Orientation
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Temporal climate parameters are required to define the operating conditions, under
which performance is to be predicted. Wind speed data is corrected for surrounding
surface roughnesses and proposed turbine height. Subsequently these corrected wind
Speeds are used to estimate corresponding power outputs, which are then corrected to
account for air density variations.

Wind speed corrections for surrounding surfaces and turbine height, are required as
climate data is not necessarily obtained in the same conditions as those of turbine
operation. The correction procedure and the basis for it are described in Appendix C.
The power output at a corrected wind speed is calculated assuming a specified reference
air density, and the calculated power output is subsequently corrected to account for
variationsin air density, as described by Equation 5.23 (Evans, 1996). This correction
is based solely on temperature variations assuming constant atmospheric pressure.
However, turbine atitude is typically much higher than the altitudes used to measure
temperature, and no correction isincluded. Additionally, the reduction in atmospheric
pressure at increased atitudes is neglected.

po P RA Equation 5.23
r rd Ta
Where P = predicted power output

Pre&r = uncorrected power output
I = reference air density

R = ideal gas constant

A =atmospheric pressure

Ta = ambient temperature
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5.3.1 Power Output Calculations

Once the wind speed has been corrected to account for the specified operational
conditions, the corresponding power output is calculated according to the turbine class.

Unregulated Turbines

The relationship between wind speed and power output for an unregulated wind turbine
is described in Figure 5.10. For wind speeds less than the cut in wind speed, or greater
than the cut out wind speed, the power output is zero. Between these wind speeds, the
power output follows a trend, which can be described mathematically by the statistical
model anormal distribution curve. The normal distribution curve is given by Equation
5.24 (Scheaffer and McClave, 1982).

Equation 5.24

f(x) =
2p%

Where x = the value for which the distribution is determined
m= the arithmetic mean of the distribution

s = the standard deviation of the distribution
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Power output of an unregulated wind turbine

Power (kW)

T T 7 T ToTe

Wind Speed (m/s)

Figure 5.10: Power curve for an unregulated wind turbine

The normal distribution curve can be adapted to describe the performance of
unregulated turbines by the substitution of manufacturers’ performance characteristics.
Equation 5.24 comprises a constant term, used as a scaling factor, which, for the
purposes of thiswork is replaced by the maximum power output (achieved at cut out
wind speed). The variable exponential term is used to predict the power output
variations with wind speed, through the substitution of the arithmetic mean by the cut
out wind speed. These modifications result in Equation 5.25

(v,

oo’ Equation 5.25
P=Pme
Where P = Real power output (W)
Pm = Maximum power output (W)
Vm = Cut out wind speed (m/s)
V = Operating wind speed (m/s)
s = Variable term dependent on wind speed
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Calculating s, for known power outputs at given wind speeds, enabled the use of
regression analysis to determine the relationship between s and wind speed. Figure 5.11
describes this relationship together with the resulting regressed equation (Equation
5.26) and the regression coefficient R?. The regression coefficient indicates the

accuracy of the equation, where avalue of 1.0 is exact.

s = - 0.0507%/2 + 1.0918% + 5.1037 Equation 5.26

y = -0.0507x? + 1.0918x + 5.1037

P R? = 0.9861
10 LY &S

12

Sigma (ideal)
o
L

0 T T T T
0 5 10 15 20 25

WindSpeed (m/s)

Figure 5.11: Result of analysis to determine the relationship between s and wind speed for an

unregulated wind turbine.

Thus the performance of an unregulated turbine is predicted by using the corrected wind
speed to evaluate the s term from Equation 5.26 which is used in Equation 5.25 to

determine the power outpui.

Regulated Turbines

Larger wind turbines deploy power regulation systems to control the power outpuit.
Regulation is achieved through either active or passive control systems (Demontfort
University, 2000). Active control includes varying the pitch of the whole blade or blade
tips. Thisis achieved through negative feedback control to either reduce or increase the
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winds angle of attack, thereby altering the rotors aerodynamic characteristics. Passive
control exploits the stall characteristics of the rotor blade, resulting in aerodynamic stall
at high wind speeds without changing the blade pitch. These different regulation
systems are used as further classification of regulated wind turbines into pitch or stall
type turbines. Typical power curvesfor each type areillustrated in Figures 5.12 and
5.13

Stall Regulated Turbine Power Curve
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Figure 5.12: Typical power curve for astall regulated wind turbine
Pitch Regulated Turbine Power Curve
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Figure 5.13: Typical power curve for a pitch regulated wind turbine
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Three characteristic regions can be defined, which are approximated differently. Figure

5.14 illustrates the three stages to cal culating the power output within each stage.
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Figure 5.14: Three stages used to define regulated wind turbine performance

Both types of regulated wind turbines display similar performance characteristics up to
the point where nominal output power is achieved. Following nominal output, the type

of regulation systems dictates performance. Consequently, the region up to nominal

output power can be described mathematically independent of the control mechanisms

used in different turbine designs.

Stage 1: Start-up Region

The power output —wind speed curve in the start-up region does not follow the normal

distribution trend used to describe unregulated turbines. The reason for thisis thought

to lie with the fact that larger turbines, which deploy regulation typically utilise two

generators, a start-up generator for low wind speeds, and a larger one for wind speeds
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approaching nominal. The dip seen in the Cp value during the start-up region in Figure
5.14 is thought to be due to generator change over.

The approach used in predicting power output in stage one, approximates the Cp value
at agiven wind speed, and subsequently uses Equation 5.22 to determine the
corresponding power output. The method for calculating the Cp is based on a second-
order polynomial curve fitting method, using specified point on the Cp —wind speed
curve. Three points are required to define the Cp characteristic in the start up region, the
cut-in, nominal and peak wind speeds, together with the corresponding power outputs.
Additionally two more points are used which, both of zero Cp at wind speeds zero and
cut-in minus one. These points are used to define four second-order polynomial
equations. The polynomials used are based on Equation 5.27, which describes how Cp
varies with wind speed, V. The coefficients a, b and ¢ can be found using Equations
5.28, 5.29, and 5.30 respectively, where the various Cp and V values used are detailed
in Table 5.3. Negative Cp values are not possible with this method as the portions of
the polynomial curves used to characterise performance are always above the x-axis.

Cp=aVv’+ bV +c Equation 5.27

Cp1- sz_ Cp1i- Cps

Vi-Vo Vi-Vgs )
as — PR Equation 5.28
Vi-Vy Vi -Vgs

Vi-Vo Vi1-Vg

c= Cpy- a>\/22- bx/» Equaltion 5.29

, )
b=—— 2.4 2. Equation 5.30
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Table 5.3: Parameters used in calculating polynomial coefficients.

Polynomial 1 | Polynomial 2 | Polynomial 3
Cp1 Cut-inCp 0 0
Vi Cut-inV Cut-in V-1 0
Cp2 | Nominal Cp Cut-inCp Cut-inCp
V, Nominal V Cut-inV Cut-inV
Cps | Peak Power Nominal Cp | Nominal Cp

Cp

V3 Peak Power V Nomina V Nomina V

For each of the Equations derived, the velocity at the maximum turning point is found
by differentiating Equation 5.27, resulting in Equation 5.31. Thisvelocity is substituted
into Equation 5.27, to find the maximum Cp value resulting from each polynomial.
These maximum values are subsequently used to define a descending order of sets of
coefficients a, b, and c. From these ordered points two more polynomial equations are
derived by taking the average of each of the coefficients, for coefficient sets 1 and 2,
and 2 and 3.

Equation 5.31

The top-four resultant polynomials are used to calculate the Cp value at wind speeds
between cut-in and nominal. This range of wind speeds is divided into four, where each

range is defined by the ordered polynomial equations.
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The effect of this procedure is to trace the characteristic Cp curve asisillustrated in
Figure 5.15 for atypical turbine. The actua Cp curve is shown together with points
calculated using the ordered polynomials. The initia riseto a peak Cp valueisrapid
and is defined by the polynomial resulting in the highest Cp maximum value, and the
subsequent Cp values are defined by the polynomial equations resulting in

progressively lower Cp maximums.

0.8

0.7 -

0.6 - o o

® o —a— Actual Cp Curve
® Polynomial 1

0.5 - []

® Polynomial 2
® Average 1&2
® Average 2&3

0 2 4 6 8 10 12 14
Wind Speed (m/s)

Figure 5.15: Polynomial Equations Used to Define Variationsin Cp.

With Cp defined for a given wind speed, Equation 5.22 can be used to determine the

corresponding power output.

Stages 2 & 3: Nominal to Cut-out Power Output Region

The Cp value after the nominal power output can be seen to fall off exponentially, asis
clearly illustrated in Figure 5.14. However, at high wind speeds the use of Equation
5.22 to calculate power output using Cp values becomes very susceptible to large errors
due to the V* term. For this reason the approach taken in estimating power output for
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wind speeds grater than nominal, is based on approximating the power output curve
directly. Pitch regulated turbines maintain nominal power output up until cut out wind
speeds are achieved. Thus for pitch regulated turbines power output is predicted as the
nominal power output for all wind speeds, between nomina and maximum wind
Speeds.

Stall regulated turbines display different characteristicsin this region. Typically, power
output is seen to increase from the nominal value to a peak value, followed by a
reduction back to approximately the nominal value. Thereafter power performance
curves can be seen to either continue decreasing or rise again just prior to cut out. The
rise from nominal to peak power output is sinusoidal in nature and can be cal cul ated
using Equation 5.32.

o o6 (V-vi) i Equation 5.32
P_Pn+srgzmg>(ljp- Pn)

Where P = Real Power output (W)
P, = Peak Power output (W)
P»= Nominal power output (W)
Vp = Wind Speed at Peak Power output (m/s)
V, = Wind Speed at Nominal power output (m/s)

Once peak power is achieved, the typical performance curve can be seen to return to
nominal power output, continuing with the sinusoidal characteristic. The rate of this
declineis not typically symmetric to the rate of increase, taking on average an extra

2m/s before nominal power isre-achieved. This characteristic is therefore modelled

using Equation 5.33.

- U ) P

Equation 5.33
82 (Vp- Va+2)g
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The final stage of the power curve for stall regulated turbines is predicted by assuming
the power output from (V, —V,, + 2) to the cut out wind speed to be linear. Thus, wind
speeds within this range are used to determine corresponding power outputs through
linear interpolation.

Ducted Wind Turbines

The ducted wind turbine presents a special case asit is currently in the early stages of
development and hence manufacturers’ datais not available. The algorithm developed
for predicting the performance of this device was therefor derived from an analysis of
field trial data, obtained for a prototype, tested at the National Wind Turbine Test
Center (Grant et al., 1994). The data obtained was time-averaged over 10-minute
periods for atotal monitoring period of approximately 3 months, and shows the power
output to be dependent on both wind speed and wind direction. A correction factor was
evaluated to incorporate for the effects of wind angle of incidence on power output.
Increases in angular incidence reduce power outputs, with angles greater than 75
degrees resulting in the cessation of power production. The magnitude of the reduction
in power output is also proportional to the wind speed. The correction factor for
misalignment was applied to the wind speed to obtain an expression for the power in the
wind at therotor. Clearly, the kinetic energy in the wind available at the rotor swept
areais proportional to the angle of incidence, with obtuse angles reducing the wind
power at the rotor. Regression analysis was used to evaluate the correction factor and
was found to be related to the ratio of the angle of incidence to twice the maximum
angle of incidence (75 degrees), as described by Equation 5.34. From Equation 5.34 it
can be seen that for zero angles of incidence the wind speed at the rotor is the actual

wind speed, and as the angle increases the effective wind speed is reduced.
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Vc=Vw€cii- ZLQ Equation 5.34
e “Umxg
Where V. = Corrected wind speed of wind at the rotor
Vw  =Wind speed
q = Angle of misalignment

Omax = Maximum angle of misalignment (75 degrees)

Having obtained an expression to correct the wind speed for the angle of incidence, the
power of the wind at the rotor could be calculated as described by Equation 5.35.

Pw= %r AR/ C3 Equation 5.35
Where P, = Power of the wind at the rotor (W)
r = density of air (kg/m°)
A = rotor swept area (m2)

Ve = Corrected wind speed (m/s)

Regression analysis performed on the calculated power in the wind at the rotor and the
power output from the turbine was used to ascertain the relationship between these two
power characteristics, which essentially describes a function of the coefficient of

performance Cp. The result of thisanalysisis shown in Figure 5.16.
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y=0.0007x + 6b.396
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Figure 5.16:Result on regression performed on the ducted turbine power output and calculated

power available at the rotor.

A regression coefficient (R?) of 0.9119 was obtained, for the 2™ order polynomial
described in Equation 5.36 which indicates that the equation is reasonably accurate in
describing the relationship between the power in the wind and the turbine output for the
data set provided. However, the inspection of Figure 5.16 shows that the polynomial is
only valid for a portion of the test data, up to corrected wind speeds of approximately
22m/s. Corrected wind speeds greater than this appear to increase the power output
from the turbine in alinear manner, asisillustrated in later portion of the graph shown
in Figure 5.16. The linear equation pertaining to this section of the curve was
calculated using two of the data points on it, and is described by Equation 5.37.

The analysis described gave rise to the following modelling technique used to predict

the power output from a ducted wind turbine. Firstly, any wind incidence angles greater
than 75 degrees result in zero power output. Provided the angle of incidence is within
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this upper limit, the wind speed is corrected to account for misalignment and this
effective wind speed is used to calculate the power in the wind at the rotor. For wind
powers less than the limiting value of 3.5 kW, Equation 5.36 is used to predict the
turbine power output, otherwise Equation 5.37 isused. The limiting value is thought to
be a condition of significant turbulence, which inhibits the ability of the turbine to
extract the power available.

Py = - 310 %P, + 0.0300P , + 0.2285 Equation 5.36
P; = 0.00075P, + 66.396 Equation 5.37
Where P = Power output of the turbine (W)
Pw = Power of the wind at the rotor (W)

The effects of microclimates on DWT performance can only be incorporated through site

specific wind speed and direction measurements used as inputs to the model described.
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5.4  Modelling Solar Water Heating

Solar water heaters utilise the suns' energy to provide a hot water supply. A
mathematical model for such systems has been developed to generate simulated supply
profiles for hot water. Typically, these systems comprise collectors and storage tanks,
which can operate either actively, or passively. For active systems, an electric pump is
employed to circulate fluid. Passive systemsrely on natural convection. Three types of
collectors are available: flat-plate; evacuated-tube; and concentrating. The most
commonly utilised collectors in practice are the flat-plate, and the work to be presented
focuses on the prediction of the hot water supply profiles from aflat-plate water heating
systems. The output from a collector will depend on location, and positioning.

L ocation sensitive technologies are significantly less intensive to investigate, through
modelling than through monitoring.

The basic elements of aflat plate collector are detailed in Figure 5.17. With reference
to this diagram, the collector can be observed to comprise a radiation-absorbing flat
plate encapsulating a tube network, through which fluid circulates. An optional number
of transparent covers, contained within a casing with back and edge insulation can also
be employed. Solar radiation passes through the glazing material, if present and is
absorbed by the plate. This thermal energy is subsequently transferred to the circulating
fluid. To improve the efficiency of this process by reducing the heat |osses from the
system, insulation is typically included within the design. The overall energy absorbed
by the plate, and the heat |osses from the collector, will depend on the number of covers
above the absorber plate. In thiswork the performance of three flat plate
configurations; without and with single and duel cover systems are simulated using an
appropriate mathematical model. The model to be described has been adapted from the
work of Koo (Koo, 1998), which was initially developed to reproduce the performance
data provided by manufacturers. However, manufacturers performance datais only
available for specified test conditions, and does not account for seasonal variationsin
climate or for the daily fluctuations in solar conditions.
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The potential thermal gain from aflat plate collector is dependent on ambient
temperature, solar condition, and aso on the inlet temperature and flow rate of the
circulating fluid. The inlet temperature is primarily determined by the characteristics of
the storage tank through which the fluid flows. The flow rate will depend on whether
fluid is forced through the system by a pump at a specific rate or if natural convection is
used. A control algorithm based on the temperature difference between fluid inlet and
outlet temperatures is used to determine whether fluid is circulating or not. Two
separate techniques both based on an energy balance of the system are used to predict
the performance of the system when fluid is circulating and when it is static.

Figure 5.17: Basic elements of aflat plate collector

5.4.1 Predicting Energy Flow in Collectors

Prior to describing the different energy balance methods employed to analyse
circulating and stationary fluid conditions, an analysis of the energy flows for three
collector configurations is described for aflat plate without glazing, and with single and
dual cover systems. To evaluate the energy flowsin a collector, all of the convection
and radiation heat transfer mechanisms between the absorber plate, any parallel covers,
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and the collectors’ surroundings require to be considered. Clearly, the performance of a
solar collector is dictated by the solar radiation incident on the collector surface.
Appendix B.1 details the calculations required to evaluate the radiation incident on a
surface. The method described in the previous section of this chapter describing the PV
model (Section 5.2.1 Losses by Reflection) is subsequently used to determine the losses
incurred by the incident radiation on penetrating transparent material.

Flat plates with No Covers

The heat transfer mechanisms, in aflat plate without glazing elements, are described in
Figure 5.18. Collectors without covers enable the suns' radiation to be absorbed
directly by the plate, and do not incur the losses associated with additional glazing.
However, the absence of glazing increases the re-radiation of energy from the plate into
the environment. Convective heat l0sses occur at the outer surface, and are
predominantly influenced by the wind speed. The other heat |oss mechanisms include
the back and edge losses, and finally the energy transferred to the circulating fluid. The
equations required to determine the various heat |oss mechanisms illustrated have been
taken from the work of Koo (Koo, 1999), and are described in Appendix D.1.

Qsun
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Figure 5.18: Energy flow in aflat plate collector without a cover system
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Flat plates with One Cover

The heat transfer mechanisms for aflat plate with a single glazing system are shown in
Figure 5.19. The additional glazing element introduces additional energy flows between
the plate and the parallel cover. Energy is exchanged through convection in the air gap
between plate and cover, and through radiation. The radiant energy exchange is shown
diagrammatically as entering and leaving the covers' inner and outer surfaces, as the
energy istransferred between the layers. The net radiation method (Siegel and Howell,
1992) is utilised to quantify these radiant energy terms together with the other heat loss
mechanisms are described in Appendix D.1, and B.3.

Qs

QWi nd
a sty
Qzin Qzout
Qp_Cl a Qli n Qlout

Plate
Qetge [T _Quim@_>
LI

Edge o Back Insulation
Insulation

Figure 5.19: Energy flow in aflat-plate collector with a singe cover

Flat plates with Two Covers

A flat plate configured with two covers incurs yet more energy exchanges between the
two covers, as shown in Figure 5.20. The mathematical description of this systemis
very similar to that for asingle cover system. The net radiation method is again
employed to quantify the radiant energy exchanges between plate and cover, and cover

and cover.
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Figure 5.20: Energy Flow in aFlat Plate Collector with Two Covers

Flat plates Performance without Circulating Fluid

The above sections described the energy flows occurring in flat plates for the three
different cover systems. When pumping is not included and fluid is stationary, it is till
necessary to predict the temperature changes occurring in the system. The temperature
of the plate and of the coversis determined by solving energy balance equations, using
the Newton Raphson iterative technique. The energy balances used assume the heat
removal term to be zero, as no fluid is circulating. A second assumption is that the
mean fluid temperature is equal to the mean plate temperature, when fluid is not
circulated. This assumption may be reasonable for a water system, but could not be

implemented when air is used as the transfer medium.

The energy balance for the absorber plate of aflat plate collector without a cover

system is described as:

MpXP pPT p = QradA p- Qsky - Qwind- Q back - Q edge Equattion 5.38
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For aflat plate with glazing, it is necessary to predict both plate and cover temperatures
as each parameter affects the energy flows throughout the system. The required energy

balances for predicting these are:

MpXCP pDT p = Qrad A p- Qpc- Qback - Qenge Equation 5.39

MXCp DT ¢ = Qrad Ap+ Qpc- Qsy - Qwind + QRE Equation 5.40

Where the net radiant exchange, Qge is the sum of the individual radiant components

between plate and cover (Koo, 1999).

Qre=A p>(Q 1in- Q 1out + Q2in- Q 20ut) Equation 5.41

The incoming solar radiation (Qrag) terms in Equations 5.39 and 5.40 are given different
subscripts, as the radiation term used in the energy balance for the cover, is the radiation
absorbed by the cover only, and that used in the plate energy balance incorporates the
net reflection losses incurred.

A two-cover system requires the prediction of plate and cover temperatures and therefor

three energy balances are used, as described below.

Me2’CPe2DTez = Qrad_Ap + Qe1_c2 - Qsy - Quwind + Qre2 Equation 5.42
M1 °Cpc1 PTe = Qradd’Ap + Qp.ct- Qe 2+ QrE1 Equation 5.43

XCpp DT, = Ap - - -
My XPp’ly Qradp p- Qp.c1- Qback - Qedge Equattion 544

Where
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Qrer= Ap{Q 1in- Q 1out + Q2in- Q 20ut) Equation 5.45

QRre2= A p>(Q 3in- Q3out + Q4in- Q 4out) Equattion 5.46

Flat plates Performance with Fluid Circulation

An iterative technique of balancing energy flows with circulating fluid devel oped by
Duffie and Beckmann (by Duffie and Beckmann, 1974) is used to predict the
performance of the collector under circulating conditions. This method evaluates the
mean plate temperature, and simultaneously determines the useful gain from the
collector. The methodology used is summarised below, a detailed description of the
analysis and its derivation is presented elsewhere (by Duffie and Beckmann, 1974), and
asummary of each of the calculations performed is given in Appendix D.2. Figure5.21
describes the cal culation procedure, assuming that the solar radiation absorbed has been
determined. Firstly, an estimated mean plate temperature is used to calculate both the
heat |oss from the collector to the surroundings, and the heat transferred to the
circulating fluid. These parameters are subsequently used to calculate the efficiency of
the collector and the quantity of heat removed. This enables the useful gain from the
collector to be quantified. The efficiency, heat removal and gain terms together with
the fluid inlet temperature are used to ascertain the mean fluid and plate temperatures.
This mean plate temperature is then used as the input to the described procedure and

repeated until convergence occurs.
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Figure 5.21: Iterative calculation process used to predict collector performance.

5.4.2 Predicting the Supply Profile from a Solar Collector System

The performance of the collector islargely determined by the inlet temperature and
mass flow rate of the circulating fluid. Therefore, to accurately simulate a hot water
supply profile the entire collector system requiresto be analysed. The model developed
applies to systems using water as the circulating fluid, however, collector performance
utilising other liquids could be calculated similarly. The analysis of collectors using air
asthe circulating fluid, will require further refinement of the model presented.
Examples of other fluid mediums used in collectors are anti-freeze solutions, which
enable system operation through freezing conditions. Anti-freeze solutions are used
together with heat exchangers, which transfer the solar gain to water in the storage tank.
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Heat exchangers reduce the overall system efficiency, with mathematical models for
various heat exchangers requiring to be incorporated to account for such losses.

The model devel oped enables the following hot water supply scenarios to be
investigated:

1. A constant inlet temperature: this option enables supply profilesto be simulated and
subsequently used to examine the effects of specific design characteristics of the
collector itself. Additionally, this scenario aids the identification a bulk supply profile
for large-scale studies, where the sizing of individual storage tanks may not be
appropriate. However, it must be stressed here that athough the resultant profile will
produce an indication of performance, in reality the systems’ inlet temperature will vary
depending on the energy gained from the collector, and on the rate of heat removal
through hot water demand.

2. A storage tank with no additional auxiliary heating system.

3. A storage tank with an inflow water heater, which supplies any additional heating
reguirements on demand.

4. A two-tank system, whereby a preheat tank is used, through which the circulating
water flows, and an additional hot water storage tank which is kept at a minimum
storage temperature by an auxiliary heating device.

The performance of each of these four systems will be influenced by the circulation
control system defined. The circulation control system is used to specify the manner in
which fluid is circulated through the tubes. In this model forced circulation is assumed
with a specified flow rate. A controller acts to assume pumping only when a specified
temperature difference between the fluid inlet and outlet temperatures is attained,
therefore ensuring that pumping isjustified. Additionally, the controller is used to
discontinue operation during freezing conditions, if required. Natural convection has not
been modelled as further work is required to estimate the flow rates resulting from
changes in the temperature gradients, which produce the buoyancy forces.
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Performance under constant inlet temperature conditions

Figure 5.22 illustrates the basic components incorporated in the hypothetical flat-plate
collector system, assuming constant inlet temperatures conditions. Where forced
circulation is being modelled, the controller acts to pump the fluid through the collector
when the required temperature difference between the inlet, denoted the cold water
temperature, Tqy, and the outlet or collector temperature, T, is reached. When this
temperature difference is not attained, an energy balance is performed assuming no
circulation. Additionally, if the controller is configured for freezing conditions, the
average ambient temperature is evaluated and if below the freezing set point, the fluid is

not circulated.

Collector

Control

Figure 5.22: Hypothetical Collector Configuration Assuming Constant Inlet Temperature

Conditions

Performance with Single Storage Tank and no Auxiliary Heating

A collector system configured with a storage tank, isillustrated in Figure 5.23. The
fluid circulates through the collector and storage tank depending on the controller as
discussed previously. The storage tank itself will incur heat loss to the environment,
which is modelled according to Equation 5.47.
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k .
Qstoss = —AAT(- To) Equation 5.47
S

Where ks = thermal conductivity of the storage tank insulation
Ts = thickness of storage tank insulation
As= surface area of storage tank

T; = temperature of the fluid in the storage tank

The collector performance will be very influenced by the draw off from the tank. The
tank draw off is given in the form of a hot water demand profilein kW. To obtain such
aprofile, the mass flow rate of hot water required over time, is multiplied by the
specific heat capacity of water and the temperature difference obtained in heating cold
water at 10°C to 65°C. Thus the mass flow rate associated with a hot water demand is
calculated using Equation 4.48, and the heat lost from the tank, in meeting the demand
is obtained from Equation 5.49.

= 2 demand Equation 5.48
Cp>65
Q demand = MCPXTt - T return) Equation 5.49

The assumption that the supply temperature is 65°C, used in calculating the demand, is

flawed with this configuration, as the assumed supply temperature may not be attained.
As the heat flows associated with the storage tank are all dependent on the temperature

of the fluid in the tank, and energy balance is again used to determine the tank
temperature and solved using the Newton Raphson method.
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MXCPDT = Q gan - Qs loss - Q demand Equation 5.50

Where Qgain = Useful energy gained from the solar collector (i.e. Qu)

From Figure 5.23, it can be seen that the calculated tank temperature is subsequently

used as the collector inlet temperature.
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Figure 5.23: Collector system with storage tank supplying a hot water demand

Performance with Single Storage Tank and Flow-line Auxiliary Heating

Including an auxiliary flow line heater into the configuration just described enables the
simulation of a more realistic hot water supply system, as some auxiliary heating system
will typically be used in conjunction with the flat plate. Mathematically this
configuration is treated just asit is without the flow-line heater. One additional
equation is used to determine the power supplied by the auxiliary system, in providing
the required supply temperature (assumed to be 65°C), Equation 5.51 describes this
additional term.
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Q hecter = MCPA65- T ) Equation 5.51
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Figure 5.24: Callector system with storage tank supplying a hot water demand via a flow-line

auxiliary heating system

Performance with Preheat and Constant Temperature Storage Tanks

Figure 5.25 describes a system configured with a preheat tank and a main storage tank.
The main storage tank is kept at a set storage temperature, typically 65°C. A preheat
tank is used to prevent such high temperatures being circulated through the collector,
thereby diminishing the solar gain. Each of the tanks will incur heat losses to the
environment, which are calculated using Equation 5.47 with respect to each of the tank
fluid temperatures. The preheat tank will incur a heat loss to the main tank when hot
water is drawn off. This heat loss equates to the heat gain in the main tank, and can be
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obtained using Equation 5.52. The mass flow rate associated with the demand is that
described by Equation 5.48.

Q tank_loss = Q tank2_gain = m>Cp>(Tf1' Treturn) Equation 5.52
Where Ty, is the temperature of the fluid in the preheat tank.

An energy balance equation for each of the tanks is required to evaluate the water
storage temperatures. The preheat temperature is subsequently used as the collector
inlet temperature, and the temperature of the main storage tank is used to find the

additional heat supplied by an auxiliary heater to maintain the specified storage

temperature.
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Figure 5.25: Collector system with preliminary and main storage tanks
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(m>Cp>DT)tank2 = Q tank1_loss = Q 2 loss = Q demand Equation 5.53
(m>Cp>DT)tank1 = Qgain- Q tank1_loss - Q sl loss Equation 5.54
The heat addition from the auxiliary system is therefor obtained as follows:

Q heater = MCPX65- Ty Equation 5.55

Summary of Calculation Methodology

The previous sections have described the calculations required to obtain supply profiles
from avariety of solar collector systems. Four systems have been incorporated in the
model; without storage, with storage (with and without an additional heating element),
and finally with two storage tanks, a preheat tank and a main storage tank kept at a
specified temperature by an auxiliary heating system. It is assumed that pumped
circulation is employed, and a control system ensures the fluid is only circulated
through the collector when a set temperature difference between collector inlet and
outlet temperatures is attained. Separate energy balance techniques are employed to
simulate the performance of a collector during fluid circulation, and to predict
temperature changes within the system when the fluid is stationary. To obtain a hot
water supply profile the collector is modelled temporally in conjunction with a hot
water demand profile. The demand isrequired as an input parameter just as other
driving variables e.g. climatic parameters, are required. The fluid, plate and cover
temperatures within the system are calculated at each time step, and are used as the
basis for subsequent calculations. Figure 5.26 describes aflow chart, which
summarises the calculation process for each time interval.
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Figure 5.26: Flow chart summarising calculation process of flat-plate collector systems
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Three modelling approaches have been described as a means for obtaining supply

profiles from RE systems. Each method utilises temporal climatic data and

manufacturers datato predict the performance of characterised systems, accounting for
the effects of location. The objectives in developing the models described were that the

models be generic and thus applicable to a variety of systems independent of individual

design attributes, and that model input parameters could readily obtainable from
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manufacturers data. The methods used to derive the models presented in this chapter
could be applied to other renewable systems such as fuel cells, as manufacturers data

become available.

Each of the models presented account for effects of locality. The performance of RE
systems is known to be very sensitive to the system surroundings. Accounting for
locality enables location optimisation prior to instalment, where optimisation in the
context of thiswork refersto the ability of a supply profile to meet that of a demand
profile.

The PV model described is only generic for silicon cells. The characteristics of
amorphous silicon differ significantly from mono and poly crystalline cells, and the
mathematical description of this type of PV cell fell out with the bounds of this work.
Additionally, no corrections have been included to account for the effects of shading of

dust on the panel surface.

No corrections have been included for the non-availability of the wind turbine due to
repair and maintenance. This factor could be incorporated by the reduction of power
output by a user specified outage percentage, however in terms of correlating supply
and demand profiles this approach would not result in a realistic indication of match.
Other control systems present in wind turbine designs, such as load control, yaw control
and aileron control, have not been encompassed. Analysis of the structural loading

experienced by wind turbinesis also not included.

The solar water-heating model was described for a number of different flat plate and
storage tank configurations. The solar water heating system is unique to the other
models because its performance is dependent on the demand for hot water. Aswith the
PV model, the effects of shading and dust have been neglected.

128



5.6

References

Brandemuehl M. J. and Beckman W. A., “Transmission of Diffuse Radiation
through CPC and Flat-Plate Collector Glazings,” Solar Energy, Vol. 24, pp. 511,
1980.

Caamano E. and Lorenzo E., Modelling and Financial Analysis Tools for PV Grid-
connected Systems, Progress in Photovoltaics: Research and Applications, Vol. 4,
1996, pp295-305.

CalaisM., Agelidis V.G. and Meinhardt M., Multilevel Convertersfor Single-Phase
Grid Connected Photovoltaic Systems: An Overview, Solar Energy Vol. 66, No. 5,
pp 325-335, 1999

Child D., Smith I. R., Infield D. G., Wind, Photovoltaic and Battery Electrical
Power: Experience and Modelling of an Autonomous and Grid Connected System.
International Journal of Ambient Energy, Volume 17, Number 3, July 1996.
Clarke J. A., Energy Simulation in Building Design, Hilger, Bristol 1985.

6. Decher Reiner, Direct Energy Conversion, Fundamentals of Electrical Power

10.

11.

Production, Oxford University Press, 1997

Duffie, JA. and Beckman W. A., Solar Energy Thermal Processes, John Wiley &
Sons, New York, 1974

Endin JH.R. and Potgieter A. W., Computer Aided Design of Renewable energy
systems. Elektron, Volume 8, issue 7.

Evans M. S,, Plant Modelling and Simulation for Small Renewable Energy Systems.
M.Sc. Thesis, University of Strathclyde, September 1994.

Fry Bryan, Simulation of Grid-Tied Building Integrated Photovoltaic Systems, Msc
Thesis University of Wisconsin —Madison, 1998,

URL :http://sel.me.wisc.edu/theses/fry98.zip

Giguére Philippe and Selig Michael S., Blade Design Trade-offs Using Low-lift
Airfoilsfor Stall Regulated HAWTS, ASME/AAA Wind Energy Symposium,
Reno, Nevada, January 11-14, 1999

129



12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

Grant A.D., Nasr el-Din SA., Kilpatric J., Development of a Ducted Wind Energy
Converter. Wind Engineering Volume 18 , Number 6, p.297-303, 1994.

Hand M.M. and Balas M.J., Non-Linear and Linear Model Based Controller Design
for Variable-Speed Wind Turbines, 3 rd ASME/JSME Joint Fluids Engineering
Conference, San Francisco, California, July 18-23, 1999

HiyamaT. and Kouzuma S., Application of Neural //network To Prediction of
Maximum Power From PV Modules, IEE 2™ International Conference in Power
Control, Operation and Management, December 1993, Hong Kong. pp. 349-354.
Hollands, K. G. T., Unny, T. E., Raithby, G. D., and Lonicek, L, “Free Convection
Heat Transfer Across Inclined Air Layers,” Transactions of ASME Journa of Heat
Transfer, Vol. 98, pp. 189, 1976.

Incropera, F. P. and DeWitt, D. P., Fundamentals of Heat and Mass Transfer, 4"
Edition, John Wiley & Sons, New Y ork, 1996.

Katan R. E., Agdlidis V. G., Nayar C. V., PSPICE Modelling of Photovoltaic
Arrays, 1995

Kelly Nicolas, Towards a Design Environment for Building-Integrated Energy
Systems: The Integration of Electrical Power Flow Modelling with Building
Simulation, PhD Thesis Strathclyde University, October 1998

Koo Jae-Mo,Development of a Flat-plate Solar Collector Design Program, MSc
Thesis, University of Wisconsin-Madison,

1999.URL :http://sel.me.wisc.edu/theses/ko0099.zip

Lanzerstofer S., Bauer G., Kepler Johanes, Losses by Reflection of Crystalline PV
Modules, 13" European Photovoltaic Solar Energy Conference, 23-27" October
1995

Mattson M., Moshfegh B. Sandburgh M. and Stymnv H., Integration of PV
elements in Building Components, KTH 1995

Markvart T. and Arnold R. J., Integration of Photo-Voltaic Convertors into the
Public Electricity Supply Network, IEE, 1997

Maroto J.C. and Araujo G.L., Three-Dimentional Circuit Analysis applied to Solar
Cell Modelling, 1997

130



24. Muljadi E., Pierce K and Migliore P., Control Strategy for Variable-Speed, Stall-
Regulated Wind Turbines, American Controls Conference, June 2426, 1998

25. Pendas |.A., Investigation of a Wind Energy Module. Final Year Project Thesis,
University of Stathclyde, May 1999.

26. Petukhov, B. S, in T. F. Irvine and J. P. Hartnett eds., advances in Heat Transfer,
Vol 6, Academic Press, New Y ork 1970.

27. Pierce Kirk and Fingersh Lee Jay, Wind Turbine Control System Modelling
Capabilities, American Controls Conference, Philadelphia, PA, June 24-26, 1998

28. Preu R., Kleiss G., Reiche K., Bucher K., PV-Module Reflection L osses:
Measurement, Simulation and Influence on Energy Yield and Performance Ratio,
13™ European Photovoltaic Solar Energy Conference, 23-27" October 1995

29. Ramirez M. A. S., Electrification of a Saline Based Dwelling by Means of a Stand-
alone Rural Energy System. M.Sc. Thesis, University of Strathclyde, September
1998.

30. Robinson M.C., Hand M.M., D.A. SmmsD. A., and Schreck S.J., Horizontal Axis
Wind Turbine Aerodynamics. Three-Dimensional, Unsteady, and Separated Flow
Influences, 3rd ASME/JSME Joint Fluids Energy Conference San Francisco, July
22,1999

31. Rogers and Mayhew, Engineering Thermodynamics — Work and Heat Transfer 4™
Edition, Longman Group Limited 1998,

32. Rogers G. and Mayhew Y ., Thermodynamic and Transport Properties of Fluids—SI
Units, Basil Blackwell Ltd, 1992.

33. Russall Miles C., Grid-tied PV System Modelling: How and Why, WCPEC; Dec 5-
9, 1994; Hawaii

34. Simmons Anton, Building Integrated Photovoltaic Systems, Session 2: Technical
Aspects of BIPV, The Electrical System and its Interaction with the Utility Grid,
CREST, Loughborough University,URL :www.loughborough.ac.uk, 2000

35. Troen Ib, Lundtang Petersen: European Wind Atlas, Risoe National Laboratory,
Risoe, Denmark, 1991, ISBN 87-550-1482-8, URL :http://www.risoe.dk/, 2000

131



36. Webster, G.W., Devices for Utilising the Power of the Wind, United States Patent
4152556, May 1979.

37.Yiqin, Y, Hollands, K. G. T., Brunger, A. P., “Measured Top Heat Loss Coefficients
for Flat Plate Collectors with Inner Teflon Covers,” Proceedings of the Biennial
Congress of the International Solar Energy Society, Denver, Colorado, USA,
August 19-23, pp. 1200, 1991.

38. Wind Energy Reference Manual Part 1: Wind Energy Concepts
URL :http://www.windpower.dk/tour/wres/cal culat.html

39. De Montfort University, Wind Energy Training Course, Module 3 Technology,
Section 2 Aerodynamics and Power Control.
URL :http://www.iesd.dmu.ac.uk/~slb/m32potex.html

40. MacAdams, W. C., Heat Transmission, 3" Edition, New Y ork, McGraw Hill, 1954.

41. Siegdl, R. and Howell, J. R., Thermal Radiation Hesat Transfer, 3rd Edition, Taylor
& Francis, New York, 1992.

42. Scheaffer Richard L. and McClave James T., Statistics for Engineers, PWS
Publishers, 1982

43. Stanzel B., Chapter 6, External Longwave Radiation,

44. Gnielinski, V., Int. Chem. Eng., Vol. 16, pp. 357, 1976

132



Chapter 6: Matching Supply and Demand

The necessity for matching techniques pertaining to supply and demand profiles was
discussed in Chapter 3. Chapters 4 and 5 described various techniques employed to
obtain demand and supply profiles. This chapter examines methods, which enable sets
of profilesto be analysed to quantify the match between supply and demand. The
objective of matching isto ensure periods of generation coincide with periods of
consumption. The accuracy of a particular match is dependent on the ability of the
demand and supply profiles used in the analysis, to accurately portray reality. Inthe
case of RE supply profiles, accuracy is afunction of the climatic parameters used as
inputs to the model. Data resolution will also affect the match statistics obtained. At
very high frequency datain the order of seconds, a poor match may be obtained which
if time averaged over half hourly intervals may result in a significantly improved

scenario.

6.1 The Hierarchy of Profiles

Small-scale renewable systems at the building level do not financially benefit from grid
export and in some circumstances grid export may not even be feasible due to limited
system capacity. These systems should therefore be sized in such away as to minimise
grid export and ideally, to have the net effect of levelling demand profiles. In
identifying supplies which level demands, the opportunities for renewable integration
strategies become apparent, which have the additional benefits of improving the
existing supply network and being relatively predictable in terms of demand
forecasting. Demand side management activities are used in an attempt to smooth the
system load curve by reducing or eliminating coincident peaks. A uniform load curve
would enable generating plant to be run at optimum efficiencies, without the
requirement for peaking plant. Additionally, without significant variability in demand,
transmission and distribution systems could be sized according to base loads and the
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tasks of tariff setting, energy trading settlement and demand forecasting would be
facilitated. The ideal load curve could thus be described by aflat line. In terms of
sustainability, this flat profile would additionally be of reduced energy consumption.
By identifying coincident trends in supply and demand profiles, the opportunities for
RE deployment in aDSM role become apparent. In order to quantify the effects of
renewables it is suggested that demand profiles exist in a graded system or hierarchy.
Theideal ‘flat’ profile will rarely occur in redlity, but it can be seen as head of the
profile hierarchy, where the degree of variability determines profile rank. Low ranking
profiles may migrate up the hierarchy via different routes. The profile of an end-use
appliance or process may be modified in two ways. Firstly, through an increase in
efficiency that would reduce the energy content of the profile. Secondly, by some load
management strategy aimed at reducing the magnitude or frequency of peaksin a
profile. Increased efficiencies result from technological developments. Load
management strategies encompass control methods and profile combinations.

Cranfield University (Newborough and Augood, 1999) investigated various integrated
control strategies for the management of a household’ s coincident peak power demands.
The study illustrates the manner in which profiles of individual appliances can climb the
hierarchy by control methods. Figures 6.1 and 6.2, taken from this study, illustrate the
effects of improved control algorithms applied to an electric hob and a washing
machine respectively. The reduction in * peaky behaviour’ resulting from improved
control can be readily observed. Load management strategies can equally be applied to
a set of appliance/process profiles that represent the profile of a particular site. By
avoiding the coincident operation of appliances, the combined site-profileislevelled as
the component profiles are distributed over time
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Figure 6.1: Comparison of the demand profiles associated with a conventional and load
conscious control algorithms for an electric hob with four heaters (Newborough and
Augood, 1999)
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Figure 6.2: Comparison of the demand profiles associated with a conventional and load

conscious control algorithms for a washing machine (Newborough and Augood, 1999)
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Another strategy for increasing profile rank is through the combination of supply and
demand profiles that mirror each others characteristic peaks. As the sign convention of
supply and demand profilesis reversed, combining similar profiles of opposite sign
leads to a cancelling out of peaks in a combination, resulting in an increase in the
hierarchical status.

A profile’s rank may be described mathematically smply by using the statistical
parameters mean and variance. Mean describes the average energy content and variance
the variability of a profile.

N

Xmean = %Xé x(n) Equation 6.1
n=1
o
s = %xa (x(r) - X mean)” Equation 6.2
n=1

Where Xmean IS the mean and s the variance, N is the time period and x is the energy

value a agiventimen.

The ranking of demand profiles enables the benefits of deploying green technologies to
be quantified. Both of mean and variance are inversely proportional to rank, with a
decrease in either quantity resulting in an increase in rank. Rank isrelative to agiven
period, which means a profile may score highly at certain times of the year and poorly
at other times. Furthermore, rank is relative to the demand profile and although it
enables different supply options to be compared in terms of their effect on a particular
demand profile, it does not enable the comparison of different demands and supplies.
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6.2 Match Assessment

Mathematical techniques are required to assess the temporal match between demand
and supply profiles. A number of different statistical methods are available, which can
be employed to define the match or goodness of fit between two profiles. These
statistics will be examined using an example in matching renewable output with
demand. There are two elements, which require to be considered in matching,
magnitude and phase. Ensuring the magnitude of supply corresponds to that of the
demand is the basis of energy matching and has been applied in other work
(Ramakumar et al., 1992), (Iniyan et al., 2000). However, focusing on matching
magnitudes alone could lead to the energy being supplied at times when demand for it is
low. Thus, to ensure generation is not wasted, matching must encompass the relative

phases of demand and supply.

The example used to demonstrate matching techniques considers a small commercial
demand profile and the supply profiles from a 3 kW wind turbine system, and a 3 kW
PV system, in a one-week period in June, with U.K. climate. Figures 6.3 and 6.4
illustrate the temporal match between the demand and the wind system and the demand
and the PV system, respectively. Visual examination of these Figures demonstrates the
difficulty in determining which, if any, of the RE systems is best matched to the
demand. The wind system output is seen to increase throughout the week, with its most
productive period occurring over the weekend where the demand is at its lowest. The
PV system output is seen to exceed the demand over the midday hours on all but one
day. Neither system meets the entire demand over the period shown and both sets of
profiles contain periods when the supply exceeds the demand, which would either
require to be grid exported or wasted.
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Mathew et a (Mathew et al., 1999) defined an energy self-sustenance index for
different energy measures based on temporal end use as described by Equation 6.3. A

building's self-sustenance is therefore the ratio of the demand displaced by on-site

generation, to the demand without generation. The optimal value for self-sustenanceis

taken to be unity, whereby all the sites demand could be displaced by on site generation.

The difficulty with thisindex is that although it accounts for displaced energy, it

neglects excess production.

Where

g—.

Equation 6.3

m
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-

ESS; = diteenergy self sustenance for energy type x
dispx: = energy displacement by generation system, for energy type X, at
timet
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demy; = energy demand of a building without generation, for energy
type x, at timet
n = total number of time steps

Similarly, match evaluation could be based on the area common to both profiles. The
shared area, SA, is described by Equation 6.4 as the union, denoted by U, between the
area under the demand and supply profiles. This value can be approximated by
evaluating the area between the x-axis and the lowest value between supply and demand
for every time step.

" 0 " 0
SA=¢Cd D(tdt=Ucd S(t)dt+ Equation 6.4
&% @ €% ]
Where D(t) = demand profile

S(t) = supply profile
n = time period

When comparing scenarios where one of the profiles is common, i.e. a demand profile
matched to a number of supplies or vice-versa, the shared area can be used to compare
the individual matches. For the above example, the shared areain the wind scenario is
63.93 kWh, and in the case of PV is 44.84 kWh, indicating that the wind system is
better matched to this demand. However, the shared area term becomes |ess meaningful
when comparing matches between different demands and supplies. For example, if the
demand were doubled and the number of panelsin the PV system were doubled, the
shared area term would double and so too would the residual. Thus, shared area needs
to be expressed as a percentage of the demand area, as described in Equation 6.5, to be
used as avalid means for comparing different sets of profiles.
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Although this term describes the portion of demand satisfied by the RE system, it gives
no indication of excess supply. The excess supply, ES, can be obtained by subtracting
the shared area from the supply area and expressing the result as a percentage of the
supply as described in Equation 6.6. However, this now requires that both terms are
included to make valid comparisons between different sets of profiles. Additionaly, a
question of priority isintroduced, as to whether the importance isin meeting the
demand or in using the supply. To achieve a perfect match both are equally important
and in the case of a perfect match %SA would equal 100 and %ES zero. The addition
of these terms yields an optimum value of 100, however non-perfect match values could
range above and below this figure, making judicious comparisons difficult.

RN

6" e " 0gn A
0 S(fdt- & D(f)dt=Ugo S(1) dt=(l
%ES = 0 &% g €% a Equation 6.6
én
o S(t) dt
0

0

Theresidual, r(t), of two profiles can be used to represent the combined profile and can
be obtained by ssimply subtracting the supply at each time step from the demand, as
described by Equation 6.7.. Thisis the profile the supply grid would ‘see’. There are
two possible ‘ net-profiles’, one where the excess supply is exported to the grid and one
where it is dumped to some external load. The residual profiles from the above
example areillustrated in Figures 6.5, where the excess is exported and in Figure 6.6,
where the excess is dumped. It can be seen that the variability on the grid isincreased in

the case of exporting surplus energy production. However, dumping the surplus supply
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will rarely promote the use of renewable technologies. The two ranking statistics: mean
and variance, which represent the energy content and variability of a profile have been

calculated for both export and non-export scenarios and are illustrated in Figure 6.7.

r(t) = D(t) - S(1) Equation 6.7
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Figure 6.5: Comparison of original demand, residual profiles resulting from wind
technology deployment and from PV deployment, with grid export.
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Figure 6.6: Comparison of original demand, residual profiles resulting from wind
technology deployment and from PV deployment, without grid export.
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Figure 6.7, illustrates the reduction in energy requirement due to RE deployment. Inthe
cases associated with grid export thisis particularly pronounced due to the negative
values associated with exportation. The variability isincreased significantly through
grid export, which if this were to occur on alarge-scale could result in grid instability.
Without export, the variability is only reduced moderately and the unfavourable aspects
of wasting RE are not accounted for. The rank of the demand profile can be seen to
increase with RE integration without grid export, although with grid export
improvements in rank become unclear. The match between demand and supply is not
accurately described using this method.

A variety of statistical techniques can be applied to a profile pair to assess their match.
The least-squares approach (Scheaffer and McClave, 1982) can be used to quantify the
magnitude of deviation between two sets of data variables and has been used in
quantifying differences in simulated time series (Dewson et al., 1993). This method can
be applied to supply and demand profiles, where the |east-squares value is obtained
using Equation 6.8. This metric, will always yield a positive value, with alower limit
of zero indicating a perfect match and without an upper limit. The least-squares
method can be used to compare different matches, with the lowest resulting value
indicating the optimal match. In the current example, the least squares metric between
the PV and demand profilesis 31.4557 and in the case of wind 20.924. It is clear that
the match with the wind system is better than that of the PV. However, because of the
lack of an upper limit, it is difficult to establish the difference in the quality of match.
Where numerous profile pairs are to be compared, bands defining the quality of match
are useful in processing various possibilities, although establishing such bandsis
extremely difficult where aworst case cannot be defined.

Ls=Q (o ) Equation 6.8

t=0
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Spearman’s Rank Correlation Coefficient (Scheaffer and McClave, 1982) describes the
correlation between any pair of variables by calculating the degree to which the
variables fall on the same least square line. Calculation of this coefficient will always
result in avalue between -1 and 1. A result of 1 indicates perfect positive correlation
and —1 perfect negative correlation, i.e. as one variable tends to increase the other will
decrease at the samerate. A value of zero denotes no correlation between the variables.
The correlation coefficient, CC, between a demand and a supply profile, is calculated as
described by Equation 6.9. For the previous example, the correlation between the PV
profile and the demand is 0.115 and for wind 0.604. The figures again demonstrate the
match with wind is superior. The coefficient is used to describe the trend between two
data sets and does not consider the relative magnitudes of the individual variables.

Thus, if the wind system were doubled in size the correlation coefficient would remain
the same even though the excess supply would be far greater. Additionally, two profiles
perfectly in phase with one another, but of very different magnitudes, would result in a
perfect correlation, but not a perfect match. Nevertheless, it provides a measure of the
potential match that could exist given changes to the relative capacities, i.e. through
energy efficiency or altering the size of the RE system.

n

& (- dis- 9
cc=—= Equation 6.9

jé (- d>Q (- 9°
t t=0

=0

Where D; = demand at time t
S = supply at timet
d = mean demand over time period n

S = mean supply over time period n
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Williamson (Williamson, 1994) describes an inequality coefficient used to validate
prediction models used in thermal performance. The Inequality Coefficient, IC,
describes the inequality in atime-series due to three sources: unequal tendency (mean),
unequal variation (variance) and imperfect co-variation (co-variance) as described by
Equation 6.10. The resultant coefficient can range in values between zero and one, with
zero indicating a perfect match and one denoting no match. The inequalitiesin the
above example are 0.375 and 0.299 for PV and wind, respectively. Thismetricis
ideally suited to establishing bands of match, where matches resulting in inequalities
between 0 and 0.1 could be termed good matches and bad matches are those resulting in
values between 0.9 and 1.

Equation 6.10

6.3  Optimisation

The future success of renewable technologies relies on revealing the roles where their
use is both beneficial and notable. The possible supply and demand combinations are
limitless, however in many cases the combination will not promote the use of renewable
technologies. Large industrial loads would dwarf the output from a 20m? PV facade,
implying that the technology is futile; whereas, the same fagade combined with a
domestic load, which consisted of low daytime base loads such as refrigerators due to
the occupants being at work, would require grid export and would render the project
with an unfavourable payback period. Thus, for the promotion of renewables, it is vital
that the supply and demand combinations are well matched. The classic exampleisthat
of PV rooftop projects being used to offset air-conditioning demands (Byrne et al.,
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1996). However, even this comparatively narrow focus, combinations of air-
conditioning and PV systems, could be optimised to reveal specifics regarding the
operating patterns of air-conditioning and the configuration details of a PV system
which best promote their combination.

Optimisation is the process of finding the conditions that give maximum or minimum
values of afunction (Stoeker, 1989). In the context of evaluating supply and demand
combinations, which promote the use of renewables, the search condition involves the
maximum match. The variables, which need to be considered, include the demand
patterns which follow those of the renewable source, but also location parameters such
asthe angle of tilt of a PV system, or the hub height of awind turbine. The abundant
possible combinations require a search procedure to evaluate the optimum. Stoecker
(Stoeker, 1989) reviews a number of different search procedures used in optimisation.
A precise optimum can never be known (Stoeker, 1989) particularly when dealing with
the highly variable and irregular nature of demand and renewable supply profiles.
Instead, an interval of uncertainty can be defined by optimising the match between
profiles. Thisinterval of uncertainty represents characteristic demands which can be
‘taken out’ by specific RE supply configurations. The combination may represent that
of an appliance demand, a site’s demand or the demand associated with a number of
different demand profiles, combined with either a single RE supply configuration or an
aggregation of supplies.

Profile ranking parameters such as the mean and variance enable high priority demand
profiles to be identified and changes resulting from RE Integration to be quantified. A
profile whose variance is high represents a peaky profile, which incurs additional

supply infrastructure costs. Such profiles are high priorities as any levelling technology
has advantages, which surpass the savings in energy costs. High variance isindicative
of requiring either or both forms of green technologies. energy efficiency and renewable
energy. Two search methods will be presented which can identify optimal solutions to
low ranking profiles, both of which are based on exhaustive searching. Exhaustive
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searches are the most widely used type of search (Stoeker, 1989) as they evaluate every
possible solution. The first search procedure described identifies the optimal match,
using statistical evaluation. The second utilises the Fast Fourier Transform technique
(Cooley and Tukey, 1996) to focus the search by identifying similaritiesin the
frequency domain. Both search methods indicate promising matches between types of
profiles over a defined time frame, thus what may produce an optimum result in the
summer, could equally result in a poor match in the winter. Optimisation requires a
number of iterative searches to evaluate the specifics of the supply and demand profiles.

6.4  Search Orders

Three exhaustive search methods can be applied in the optimisation of supply and
demand matching. The methods can be differentiated by their search order, which
directstheresult. Firstly, a best overal search includes every possible combination of
supply and demand profiles and results in an optimal result, which could include both
multiple supplies and demands. Secondly, a demand led search finds the optimal
supply profile combination for each demand scenario. The inverse of this, i.e. a supply
led search, is the third search method.

6.4.1 Best Overall Search

The best match overall involves obtaining the match statistics for all the possible supply
and demand combinations. Single demand profiles are matched with single supplies
according to Equation 6.11. The summation sign used in this equation is employed to
represent the combinatorial order as opposed to aliteral summation, thus Equation 6.11
infersthat every individua supply profile is combined with every individual demand
profile.
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o Se o 0 Equation 6.11
Mip=a CS*'a Dj.

i1 e j=1 g

Where M1p = match order for single demands
s = number of supply profiles
S = supply profilei
d = number of demand profiles
D; = demand profilej

Following the single demand profiles, coupled demand profiles are matched with single
supplies as described by Equation 6.12. Again, the summation sign represents the
combinatorial order and the equation states that every individual supply profileis
combined with every possible set of two demand profiles.

s &€ § =& g o0
Map=gd gS+ad D+a Dy Equation 6.12
i=1 & j=1e k=1 @l

The match order for three demands, M3p and that for four, Myp, are described by
Equations 6.13 and 6.14. This pattern of matching is continued until the number of
demands in combination, matched to the individual supplies, is equal to the total
number of demands. For example, with eight demand profiles, each individual supply
profile would eventually be matched with all eight demands.
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Once single supplies and multiple demands are matched, the procedure is reversed and
multiple supplies are combined with individual demands, with the match statistics noted
after every combination. Thereafter, multiple supply and multiple demand profiles are
combined. Equation 6.15 describes how two supplies are matched with two demands,
this equation is expanded until all demands are combined with all supplies and every
possible match statistic is obtained. A limit incorporated into this search procedureis
that multiples of the same profile are never used, otherwise the search would be infinite.

S 6.8 6.8 Ged ol Equation 6.15
Mapi2s= @ gDi+a 2D,-+ a gsk+a a_ﬂﬂ quation 6.
i=1 8 j=w1é k=1e I=k1 @00

6.4.2 Led Search Methods

Led searches are modified versions of the best overall search, which only include single
profiles of the search type, i.e. ademand led search will only evaluate a single demand
profile in combination with every possible amalgamation of supply profiles. A led
search will find a solution for each priority ‘A’ profile made up of asingle or set of
priority ‘B’ profiles, where priority ‘A’ profiles lead the search. This reduces the
number of possible combinations and increases the results set, enabling the

identification of afield of focus for profile types. A demand led search identifies the
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types of supply best matched to each demand, from which more detailed studies for
each demand scenario can be initiated. A supply led search classifies the best types of

demand profiles, to couple with the different supply technologies.

6.5 Statistical Search Method

Statistical searches calculate one or more of the statistics described in the previous
section to filter the various combinations in search of the optimal condition or
conditions. The search proceeds through one of the combinatorial orders described,
evaluating the statistics associated with each match. These statistics are subsequently
compared with one another to find the optimal solution. Where the maximum match
condition is defined by a single variable, i.e. the inequality metric, the match(s)

resulting in the minimum of this value produce the optimal solution.

Where multiple condition variables are used, for example, the correlation coefficient,
the shared area and the inequality coefficient, afiltering procedure is required to
evaluate the profile combination which best meets each of the criteria. The filtering
process involves an array of results describing each of the combination possibilities, for
each condition variable specified. The processis initiated by finding the optimal
combination of profilesto meet each of the condition variablesin turn. The
combinations are subsequently compared and the filtering processis terminated if a
profile combination satisfies each condition variable. Where thisis does not occur, the
defined optimal condition for each condition variable is expanded to enable alarger
number of combinations to meet the required conditions. For example, the optimal
inequality index would be defined as any inequality less than 0.2, as opposed to the true
optimum value of zero. The profile combinations are subsequently filtered for each of
the condition variables to find those that succeed in satisfying the newly defined
interval of uncertainty. The results for each condition are again compared to find the
combination(s) that satisfies all the conditions. Where no profile combination is found,
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the intervals of uncertainty are expanded once more, and filtering is resumed until a
profile combination is found to satisfy each condition.

6.5.1 Example of Best Overall Search with Statistics

Consider the example shown in Figure 6.8, illustrated are a mixed set of supply and
demand profiles. The demand profiles range in weekly consumption from 100 kWh for
aresidential profile, up to 700 kWh for an industrial profile. The supply profiles
include a number of different PV configurations and wind turbines ranging in size up to
al1l0 kW. Thisexample clearly demonstrates the difficulty of supply and demand
matching, as the optimum combination could consist of a mix of demand and supply
profiles. Following the best overall search procedure for these 14 profiles generates
16,129 possible combinations. With this scale of data processing, computer technology
isessential.

Residential
——— Small Commercial

Industrial

Agricultural
Street Lights
Medium Commercial

Large Commercial
—— 20 PV with tracking
Hybrid facade

—— PV roof
——10 ducted
100 W turbine
: : : ‘ : : 3 kW turbine
0 24 48 72 9 120 144 168 10 kW turbine

Time (hrs)

Power (kW)

Figure 6.8: Example of matching numerous profiles.

These combinations were filtered to find the best match using a single variable search,
based on the inequality metric to define the quality of match between profiles, the result
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isillustrated in Figure 6.9. The inequality metric for this combination is 0.27 and the
correlation 0.42. The combined supplies incorporate 20 mono-crystalline PV panels
with solar tracking devices, a PV-hybrid fagade consisting of 30 vertical south-facing
mono-crystalline panels, 10 ducted wind turbines facing southwest, a 100 W and a 10
kW wind turbine. These supplies are matched to the combined profiles of a small
commercial and an agricultural demand. From this Figure, it can be seen that the PV
systems meet the mid-day peaks and the wind systems help to meet some of the
demands base |oad.

—— Small Commercial
— Agricultural
—a— Combined Demand
20 PV with tracking
Hybrid facade
———10 ducted
100W turbine
———10 kW turbine
—m— Combined Supply

Time (hrs)

Figure 6.9: Best supply and demand match based on the inequality metric

A different result is obtained if the correlation coefficient is used as the filtering
variable, asisillustrated in Figure 6.10, where the correlation is 0.62 and the inequality
0.43. The best correlation is achieved with a small commercial demand profile,
combined with a PV hybrid fagcade and 10 ducted wind turbines, all of which were
encompassed in the best match scenario. These results enable the scope of the search to
be refined, eventually leading to system sizing. The optimisation processisonly valid
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over the period for which it is performed and should therefore be performed on arange
of periods encompassing typical annual seasons over afull year.

1.6

1.4

1.2 4

14 / — Small Commercial

| Hybrid facade
0.8 -
10 ducted

0.6 - ——— Combined Supply
0.4 -
0.2 -

O T T T T T T

24 48 72 96 120 144 1

68

Power (kW)

Figure 6.10: Best supply and demand match based on correlation.

6.5.2 Example of Lead Search with Statistics

Carrying out a demand led search on the profiles used in the previous example, requires
the evaluation of 127 possible combinations for every demand profile, giving 889 in
total. Thisreduces the data processing required for the best overall search by 95%.

The results obtained from a demand led search for this example are detailed in Table 6.1
and the profile combinations are shown in Figure 6.11. It can be seen that, the small
commercia profile is best matched with a combination of 20 PV panels with tracking,
10 ducted turbines, a 100 W and a 3 kW turbine. Examining area’s of deficit supply,
enables certain observations to be made which could increase the match. For example
in the match illustrated for the small commercial demand and an afternoon deficit is
observed which could possibly be met by awest facing PV system. However, the
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addition of such a system will also contribute to the supply peaks seen around noon,

thereby increasing energy wastage or export.

Table 6.1: Statistics from best per demand led search

Demand Supply Inequality|Correlation| Shared | RE | Export | Import
Area
Residential 10 ducted, 100 W 0.35 0.29 5349 | 609 | 7.27 | 46.36
turbine, 3 kW turbine
Small 20 PV with tracking, 0.29 0.48 96.61 |118.93| 22.18 | 53.24
Commercia (10 ducted, 100 W
turbine, 3 kW turbine
Industrial 20 PV with tracking, 0.31 0.02 322.54 | 395.43| 72.08 | 176.65
PV roof, 10 ducted,
100 W turbine, 10 kW
turbine
Agricultural  |Hybrid Facade, 0.29 0.26 219.55 [ 293.34| 73.08 | 79.74
10 kKW turbine
Street Lights |10 ducted, 10 kW 0.53 -0.22 91.39 |257.09| 164.9 | 107.81
turbine
Medium PV roof, 0.3 0.2 244,96 | 323.11| 77.38 | 104.27
Commercial |10 kW turbine
Large 20 PV with tracking, 0.3 0.15 325.23 | 395.43| 69.39 | 173.96
Commercial PV roof, 10 ducted,
100 W turbine, 10 kW
turbine
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Time (hrs)

Figure 6.11. Resultsfor best per demand search
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6.6 Fast Fourier Transform Search Method

The alternative to a statistical search isto transform the time series to the frequency
domain, and search for similarities in the occurrence of peaks. Figure 6.12 illustrates a
time series profile, and Figure 6.13 shows the profile after it has been transformed to the

frequency domain.
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Figure 6.12: A weekly profile shown in the time domain
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Figure 6.13: The weekly demand profile illustrated in Figure 3.7 in the frequency

domain
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Transforming to the frequency domain requires decomposing the time variant profile
into ssimpler component waveforms. The first frequency transformation technique in
wide use was the Fourier transform (Goodyear, 1971), the Fourier series expansion
decomposes a waveform (profile) into sinusoidal components. The amplitudes and
phases of these individual sinusoids can be plotted along a frequency axisto provide the
spectrum of asignal and give a complete description of a periodic function. However, a
profile is represented by a discrete time sequence, as opposed to a continuous
waveform. Each value represents an independent time variable whose value is only
known at discrete instants in time. The discrete Fourier transform (DFT) isa
mathematical procedure used to determine the harmonic or frequency content of a
discrete signal sequence (Lyons, 1996) and is described by the following Equation:

IS - revnm Equation 6.16
X(m=a x(ne
n=0
Where X(m) = the discrete frequency domain sequence
X(n) = thediscrete time domain sequence
n = the time domain index of the input samples
m = the index of the DFT output in the frequency domain
N = the total number of input samples

Equation 6.16 can be expanded using Euler’ s relationship, described by Equation 6.17,
to Equation 6.18.

e M = coslf) - jeirlf) Equation 6.17
N-1
X(m) = @ x(r)RosTER MO 2P XMOD Equation 6.18
iz e e N g e N gp
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Equation 6.18 describes each X(m) DFT output term as the sum of the point for point
product between an input sequence of signal values and a complex sinusoid. The exact
frequencies of the different sinusoids depend on both the sampling rateat which the
original signa was sampled and the number of samples. The magnitude and phase of
each of the frequency components are defined by Equation 6.19 and 6.20, respectively.

X mag(m) = [X(M] = X reat (M) + X irag(m)? Equation 6.19
X¢(m) = tan %e( imag(m)? Equation 6.20
e Xrea(M g

The most efficient means of calculating the discrete Fourier transform by employing an
algorithm described by Coley and Tukey known as the Fast Fourier Transform (FFT)
(Coley and Tukey, 1996). This algorithm requires the DFT input data size to be 2%,
where k is a positive integer of 2 (i.e. 2°, 28, 2'% etc). The profiles used to define
demand and supply over specific periods (i.e. a day, week, month or year) rarely contain
the required 2 number of data points. It is frequently suggested to augment the data
with zero values, however: Bach and Meigen (Bach and Meigen, 2000), suggest that
this technique, known as zero padding, leads to spurious results, which can be overcome
by re-sampling the data. The procedure used in this work to transform any time series
profile into a representative profile containing the required number of input values
involves the evaluation of the even positive integer, k, the interpolation rate, ir, and the
sampling rate, sr, relative to the number of time steps, N. The value of k is defined as
the next highest even positive integer obtained from the division of In(N)/In(2). The
profileis re-samples four times, to ensure the frequency component related to the period
over which the profile is defined, isidentified. Thus, the number of FFT input values,

m, used is 2¢*2. The samplerate, sr, and interpolation rate, ir, are related to m and N as
N”ir/sr = m/4 = 2X. The sample rate is determined by repeatedly dividing the number of
time steps, N, by two for as long as the result is an integer and sr is the number of
divisions possible and the interpolation rate is 2 sr/N. Table 6.2 illustrates some

examples.
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Table 6.2: Examples of FFT parameters evaluated for different numbers of time steps

Time k FFT input Sample I nter polation
steps, N values, m rate, sr rate, ir
24 6 256 3 8
48 6 256 3 4
96 8 1024 3 8
168 8 1024 21 32

The resulting spectral analysis enables the identification of the base frequency
component which, is related to the profile period and the dominant frequency
components within the profile, i.e. those frequencies with the greatest magnitudes.
Employing this method to determine the phase of the dominant cyclic components,
defined by the relative magnitudes of the frequency bins, enables profiles to be defined
by five variables. These five variables, representing the five most dominant cycles
within the profile, can be compared to find profiles with similar dominant cycles. Any
of the three search procedures described above can be used to systematically compare
the phases and magnitudes of the dominant cycles contained within the profiles. The
comparison of these cyclesis done by allocating scores for cycles with similar phase
and magnitude components. First, each of the five dominant cycles for every profileis
identified and defined by an identification value, where the most dominant is zero, and
the fifth most dominant is four. To obtain a FFT score, a supply and demand
combination must have at least one phase difference within a specified tolerance, of the
five dominant cycles. within each profile for a demand and supply combination, the
scoring procedure is initiated with the zero component of the demand profile(i.e. the
most dominant cycle) whose phase is compared to the zero component of the supply
profile. Where the phase difference between the two components is within the set
tolerance a partial score of (5-0)x(5-0) is given, the magnitudes are subsequently
compared for cycles within the phase tolerance, and where these are within the
tolerance and additional score based on the identification number is given (again (5-

159



0)x(5-0)). Thus profiles whose dominant cycles contain phase and magnitude overlap
defined by atolerance, are assigned atemporary sore of 50, where only the phases are
within the tolerance a score of 25 is given. The scoring continues by comparing the
zero demand component with the one supply component. The scoring system is the
same, thus where phases overlap between these cycles, a score of 20 can be obtained
((5-0)x(5-1)), which is doubled if the magnitudes are also within the tolerance. This
temporary scoring continues until the four demand component is scored against the four
supply component, which can achieve a maximum score of 2 ((5-4)x(5-4) for phase +
(5-4)x(5-4) for magnitude). Initially the tolerance is set to zero, therefor only those
cycles exactly in phase with one another can generate a score. Should no combination
of profiles have any exact phase overlap, the tolerance is iteratively increased until at
least one set of profilesis contains a set of dominant profiles whose phase differences
are within the defined tolerance.

€ o S ué g 3 U
c=g A G—sm)x A G-Dm)i+Z A G—Syx A 6Dy
ESpm =0 D=0 0 Sm=0 D=0 A

Equation 6.21

Where ¢ = score
Sph = Phase of dominant cycle within supply profile
Sm = Magnitude of dominant cycle within supply profile
Dpn = Phase of dominant cycle within demand profile
D = Magnitude of dominant cycle within demand profile

With multiple profiles in combination every demand involved is systematically paired
with every supply and given a FFT score as described above, the individual scores are
summated and the summeation divided by the number of profiles given in the

combination. This division ensures that good frequency matches are not shrouded by
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the inclusion of unnecessary combinations. This method is applied to reduce the data
processing requirements associated with the calculation of FFT results for combined

profiles.

Applying a best-overall FFT search to the example given in Figure 6.3 results in the
best match illustrated in Figure 6.14. Visua examination of Figure 6.14 demonstrates
quite clearly that there are shared frequency cycles between supply and demand. The
correlation coefficient for this result is 0.45 and the inequality metric 0.44. The FFT
search is useful in the optimisation of types of technology suited to particular demand
characteristics. However, the approach neglects magnitude matching and may not be

sensitive to subtle variations in supply technologies e.g. PV tilt angles.

Medium Commercial
—— PV roof

10 ducted

3kW turbine
Combined Supply

Power (kW)

Time (hrs)

Figure 6.14: FFT Result
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6.7 Summary

A variety of search and match evaluation techniques have been described, to optimise
the RE options for given demand scenarios. It has been shown that the optimal
condition is very sensitive to the filtering variable used to find that condition. The
deployment of the Fast Fourier Transform technique to compare frequency cyclesin a
profile yields optimised results, which do not necessarily yield statistically favourable
results. A perfect match is easily assessed, however rating a match in degrees of
‘goodness’ becomes less clear. Storage, which has not yet been considered can have a
significant effect on matching and needs to be considered prior to establishing the best
metric to use in filtering search results. Thisisthe focus of the subsequent chapter.
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Chapter 7: Improving the Match

Incorporating auxiliary systems can have a profound effect on the ability of arenewable
system to match a given demand profile. The classic example can be described by a PV
system whose output peaks during the middle of the day, exceeding the corresponding
demand and is zero during the night. Storage in this instance could change a poor
match to a good match by storing the excess generation until times when generation is
low. Back up systems can be used together with a RE technology to meet consistent
deficiencies producing a theoretically perfect match. There are, however, economic
considerations that have to be examined to ensure any deployment of auxiliary systems
isbeneficial. Additionally many tariff structures available today are not based on a
single price per kWh, but vary according to system loads, thus RE production at certain
times of the day may be more beneficial than at others. The best metric for describing
match is the inequality metric introduced in the previous chapter, but a holistic approach
isrequired if auxiliary systems are to be incorporated, which can evaluate the benefits
of their incorporation. Additionally another metric needs to be defined which can be
used to describe a ‘ potential match’, based on the inclusion of some form of storage
and/or backup system. To support this work, mathematical models will be described for
a battery and for a back up generator. Secondly, a method for analysing the effects of
tariff selection is described and finally a potential match metric is defined. An
illustrative example will be used to show the effects of some of the different auxiliary
choices available when RE deployment is being considered.

7.1 Battery Storage
In order to predict the effects of energy storage on the ability of arenewable energy
system to meet a demand, it is necessary to model rechargeable battery performance.

Rechargeable batteries are able to accept, store and release electrical energy. The most
common, well-developed and successful battery is the lead acid cell (Decher, 1997). It
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isused in many applications ranging from starting automotive vehicles to industrial and
leisure applications. Industrial batteries are aso known as deep-discharge or deep-cycle
batteries because they can be discharged to 80% of their rated capacity. Generally, all
rechargeabl e batteries used with renewable energy systems of the are Lead-Acid type,
with typical efficiencies of 85-95%. There are some Nickel-Cadmium batteriesin use,
but for most purposes they are too expensive and have low efficiencies (typically
around 65%). Nickel-Iron batteries are also available, again these have poor
efficiencies (60-70%) with voltage variations that make them more difficult to match up
with standard 12v/24/48v systems and inverters (Northern Arizona Wind & Sun, 1999).
Furthermore, battery memory problems arise in batteries employing nickel chemistry.
These batteries have a naturally uneven electrode material, which will show a
preference for activity in some patches and become relatively inactive in others, when
the batteries are repeatedly put through shallow charge/discharge cycles or as aresult of
recharging partly depleted cells or prolonged overcharging. The consequential phase
changesresult in alossin capacity as the cell’ s characteristic voltage is reduced (Accu
Oerlikon Ltd, 2000).

It is not the purpose of this work to examine the various e ectro-chemical and physical
processes that occur within the battery. Detailed models of this nature can be found
elsewhere (Hiram and Nguyen, 1987), (Newman and Tiedemann, 1997),(Notten et al.,
1998). The purpose of thiswork isto identify mathematical techniques that accurately
define the generic performance of deep-discharge lead acid batteries. Goldstein and
Case (Goldstein and Case, 1978) model battery performance by employing typical
charge and discharge curves and assume sets of linear relationships between terminal
voltage and state of charge. Child et al. (Child et al., 1996) use one of two battery
models. Thefirst relies on a user-specified constant discharge efficiency, also used by
Evans (Evans, 1994), while the second is based on the Shepherd model. Shepherd
(Shepherd 1965) describes a numerical method for fitting a battery discharge equation
to a particular set of discharge curves. The method involves the determination of six
empirical values, using eight data points on two separate discharge curves. Manwell
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and McGowan (Manwell and McGowan, 1993) introduced a new model based on
chemical kinetics. The model utilises battery discharge data to define the width of and
the conductance between two tanks, one which holds the available charge and another
that holds the chemically bound charge. Voltage is modelled as a linear function of
state of charge. Protogeropoulos et al (Protogeropoulos et a., 1994) developed a model
to predict battery voltage both under static and dynamic battery charging and
discharging. The model was further developed to include effects of temperature of
discharge and charge (Morgan et al., 1997). The model is dependent on two sets of five
empirical values, one set for charge and the other for discharge characteristics. The
empirical values need to be obtained through laboratory testing for any battery under
investigation.

The battery model developed in thiswork is generic to any lead-acid battery and by
avoiding the use of empirical values does not require battery testing to enable
performance prediction. The mathematical description of a battery is based on
manufacturers data and does not describe electro-chemical reactions.

7.1.1 Battery Performance

In this work the purpose of predicting battery performance is to predict the power flows
associated with charging and discharging modes of operation. The modelling objective
was therefore to predict the power which can be obtained from a battery when a supply
fails to meet a demand and that which can be absorbed by the battery when the power
generated by a supply technology exceeds that required by a demand. The model
described assumes the battery system to be operating in conjunction with a charge
regulator, whose function is to regulate both the charging voltage and current to prevent
battery damage from overcharging. The circuits depicted in Figure 7.1 are taken from a
standard electrical circuit text (Davis, 1992) and describe battery charging and
discharging. During discharge the battery, represented by a voltage source, E, and an
internal resistance, r, discharges a current, I, to an external load resistance. During
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charging a charger represented by a constant voltage source, V, and an internal
resistance, I'charger, SUPPli€s a charging current to the battery.

Discharge Charge

Figure 7.1: Circuits describing battery discharging and charging
The changes in the battery’ s open circuit voltage during charge and discharge can be

described by Equation 7.1, where the sign convention for a discharge current is positive
and a charging current is negative.

Vo =V - I% Equation 7.1

Asin thiswork the objective isto predict battery power flows Equation 7.1 had to be
used to describe the power delivered by or to the battery during discharge or charging.
This was done by multiplying every term in Equation 7.1 by the charging or discharging

current, resulting in Equation 7.2 (asP=1" V).

2 Equation 7.2
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From Equation 7.2, it can be seen that the power delivered or absorbed by the battery is
dependent on its open circuit voltage, the discharge/charge current and on the battery’s
internal resistance. In order for the work to proceed the following assumptions are
made:

The battery’ s internal resistance is assumed to be constant

The charging current is afunction of both the power available and the battery’s state

of charge

The discharge current is a function of both the power required and the battery’s

capacity

The open circuit voltage of the battery is afunction of its state of charge

A battery’ s state of charge describes the charge (in coulombs) stored, and the current
describes the rate at which this charge is dissipated or accumulated. The fundamental
prerequisite of this work was to establish the relationship between open circuit voltage
and state of charge.

Open-circuit Voltage and State of Charge

Various e ectro-chemical and physical processes occur within a battery, which result in
overpotential and ohmic losses, which alter a battery’ s open circuit voltage. These
phenomena can not be modelled without modelling the electro-chemical processes,
which in turn require modelling input parameters that are typically not available from
manufacturers specifications. Typical open-circuit voltage and state of charge datafor
lead acid cells can be found in various publications (Northern Arizona Wind & Sun,
2000), (Excide, 2000/2001). The data presented is generic for all lead-acid cells, except
the gel-cell type for which 0.2V must be subtracted. Typically, discharged cells are
characterised by avoltage of 1.75V and fully charged cells by 2.12V. This open circuit
voltage — state of charge data was used to obtain a mapping function between the two
parameters. Employing regression analysis on the published data led to the derivation
of a6th order polynomial mapping function. It is stressed here that this 6™ order

polynomial is purely a mapping function without theoretical basis. Itsuseis contained
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within the limits of 0-100% battery charge and within these limits is 99% accurate. The
data and the result of the regression analysis are illustrated in Figure 7.2.

Voltage - State of Charge Regression Analysis

2.2

2.1 —

2 //
1.9 /
Wy

Volts per cell

1.7

1-6 T T T T T T T T
0 01 02 03 04 05 06 07 08 09 1

Percentage State of Charge

y =-5.4739x

Figure 7.2: Regression analysis performed on cell voltages and state of charge.

As batteries consist of a number of series connected cells, the cell voltage may be scaled
to represent any battery as described by Equation 7.3.

V = N4 5.474:80C8 + 22.6760C° - 35.5760C" + 26.9780C3 - 10.460C7 + 2.171580C + 1.75)

Equation 7.3

Where V isthe open circuit voltage of a battery (V), N is the number of series
connected cellsin the battery and SOC is the battery’ s percentage state-of-charge
(%/100). The number of cellsin abattery can be calculated by assuming the nominal
voltage of acell is 2V and therefore dividing the batteries nominal voltage by two.
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7.1.2 Modes of Battery Operation

Battery Discharge

The first parameter required to predict battery discharge performance, is the discharge
current required to meet the deficit power between supply and demand. Thevinin's
theorem (Davis, 1992) was employed to derive an equation, which would convert the
power requirement into a current requirement. With reference to Figure 7.1, Thevinin's

theorem describes the current in the circuit as:

| = Equation 7.4
R+r
Since
P= IR Equation 7.5
3 Equation 7
p=8Y O quation 7.6
eéR+rg
Equation 7.6 can be solved for R, to give
& e gonu
€1 € 2 2 a\e2eUY
e B-2xPx+V +(-4><P><r><v +V) au i
R 6 a Equation 7.7
e ¢ oy U
é e e2gu U
ot g 2px+ V2 (caex e v 00
e(2xp) a

Both solutions were substituted into Equation 7.4, as described by Equation 7.8 and a
method of back-substitution demonstrated that Equation 7.9.a was derived from the real
root and 7.9.b the imaginary. Thus, the kW demand is transformed to a discharge

current requirement using Equation 7.8.a.
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| = 2xV .
e o0 Equation 7.8.a
é . e2gU
ev2+ 8V2><(-V2+ 4><P><r)[ G
| = 2%V %= P o0
e g ou i
g ol Equation 7.8.b

&v2- BV V24 4 S0

Having established the current required of the battery, the next stage in modelling
discharge is to evaluate to what degree this current requirement may be met, which will
depend on the charge stored within the battery. The charge stored in afully charged
battery is described by its capacity, which is afunction of the discharge current. A
battery will deliver less energy the quicker it is discharged. In liquid lead-acid cells, the
effect is so pronounced that a deep cycle battery, capable of delivering 100 amp-hours
over a 20-hour period, might delivery only 45 amp-hours in one hour.

This phenomenais due to Peukert's Effect, first noted by Schroder (1894) and most
clearly defined by Peukert (1897), who described declining capacity at increasing rates
of discharge as alogarithmic curve (Ure, 1998). Batteries can be described by their
Peukert exponent values, which are directly related to the internal resistance of the
battery. The higher the internal resistance, the higher the losses while charging and
discharging, especialy at higher currents. However, typical manufacturers’ data
typically do not include the Peukert value and give the internal resistance as a constant.
To determine the relationship between capacity and discharge current, regression
analysis was performed on capacity and discharge time data for a number of lead acid
batteries. Figure 7.3 illustrates an example of the results obtained from this analysis for
three different 12-Volt deep cycle batteries (manufactured by the U.S. Battery

Manufacturing Company).
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Figure 7.3: Capacity-time to discharge relationship of typical deep-discharge batteries
(U.S. Battery Manufacturing Company, 2000)

With reference to this figure it may be observed that the relationship between battery
capacity and rate of discharge can be described mathematically as:

C= A1) +B Equation 7.9

Where C is the battery capacity (Ahrs) and t is the time to full discharge (hours). The
discharge current can be obtained by dividing the capacity by the timeto full discharge
(in hours). The constants A and B will vary with different battery configurations and
internal resistances. These constants can however be derived for any battery by
specifying two capacity values (C; and Cy) specified for different discharge rates (t; and
t2), as described below.

Ci-C»

A= .
Htlj - ﬂtzj Equation 7.10
B=Cj1- Adr(ty) Equation 7.11

173



The charge stored in the battery is calculated by first assuming the battery is fully
charged and its capacity at the required discharge current is determined. This capacity
is subsequently multiplied by the percentage state of charge to determine the actual
charge stored relative to the discharge current.

The time taken to fully discharge afully charged battery, ty, can be calculated by
rearranging Equation 7.9, and substituting for the capacity (C = 1" t) to give:

& (B- 1,%q)0
tg= engTh' Equation 7.12

Where |, is the discharge current required. Equation 7.12 is solved iteratively for the
discharge time, ty, and subsequently used to calculate the capacity of the battery for the
required discharge current. The capacity calculated represents the charge required to be
stored in the battery in order for it to supply the required discharge current.

Qr=1lrxd Equation 7.13

The charge available, Q,, in the battery is calculated from the state of charge:

Qa=SOCt-1XQ¢ Equation 7.14

The charge supplied, Qs, by the battery over atime period, t , at the discharge current
required is:

Qs= 1% Equation 7.15

Knowing the charge to be supplied and charge stored in the battery enables the resultant
charge Q, to be calculated.

Q=Q4- Qs Equation 7.16
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To determine whether the battery charge control system will allow this discharge
current the resultant charge is compared to the charge at a specified deep discharge
level, given by Equation 7.17.

Quadd = SOC ¢4 Q a Equation 7.17

Where the resultant charge is less than the deep-discharge charge, an itterative process
isinitiated which gradually decreases the current requirement until the battery is
capable of supplying the current, without discharging below the deep discharge level.

The power dissipated to the load, P, is calculated using Equation 7.2 and the resulting
state of charge is mapped to the corresponding open-circuit voltage (Equation 7.3).

Battery Charge

Battery charging takes place in 3 basic stages: bulk, absorption and float.

Bulk Charge : Current is transmitted at the maximum safe rate until the open-circuit
voltage rises to near full charge voltage (80-90%).

Absorption Charge: The voltage remains constant and current gradually tapers off as the

internal resistance increases during charging.
Float Charge: After the battery reaches full charge, the charging voltage is reduced to a

lower level to reduce gassing and prolong battery life.

Figure 7.4 shows typical charging characteristics of a battery (Accu Oerlikon Ltd,
2000). Asthe terminal voltage of the discharged battery rises, its current acceptance
decreases. Bulk charging isillustrated over theinitial period, where the charging
current is limited to the maximum safe rate to avoid cable overhesating, typically thisis
the battery capacity at the 20-hour rate divided by 4. During the bulk charging phase
the charge can be seen to increase linearly. Absorption charging isillustrated by the

exponential decay in the current, due to increased internal resistance. During this
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charging phase, the voltage remains constant. Peukerts effect on battery charging is
illustrated in the logarithmic trend in the charging curve. The battery is fully charged
once the current stabilises at alow level for afew hours. Thisfinal stageis the float

charge.
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Figure 7.4: Battery charging characteristics (Accu Oerlikon Ltd, 2000)

Battery charge is modelled assuming the use of a charge-regulator designed to prevent
overcharging. Without charge-regulation, the battery would quickly be damaged from
overcharging. Just as battery discharge is dependent on the state of charge of the
battery, so is battery charging. The state of charge dictates the rate a battery will accept
charge, if at al. Assuming for the moment that the excess supply generated is
sufficient to meet the charging current requirements, battery charging is modelled
according to its state of charge. The bulk charging phase is modelled by assuming the
maximum charging current is supplied to a battery when its state of charge is below
75%. No distinction is made between absorption and float charging, and this phase has

been modelled as follows;
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Referring to Figure 7.4, it can be observed that the charging current decreases
exponentially as the batteries ability to accept charge is reduced. Furthermore, the
charge accepted is equal to the integral under the current — charge time curve. Asno
other data relating to battery charging characteristics was found, the data presented in
Figure 7.4 was assumed to be typical of al lead acid batteries. The data was scaled to
represent asingle cell, and regression analysis was employed to describe the
exponential current decay.

le= 1 mace ' Equation 7.18

Where lc  =charging current required at time t(A)
I max = Maximum charging current (A)

t =timefor current to decay from Iy to I (hrs)

In order to predict the charge accepted by a battery, the current at the beginning and end
of acharging interval, require to be evaluated. To do thisanumber of assumptions
were made. The charge stored in afully charged battery Q, is assumed to be the
charge of the battery’s capacity rated at 20 hours.

Qf = 72000 xC 20hs Equation 7.19

The charge required at the beginning of the charging interval is assumed to be an ideal
charging current | jqea, defined as that which would be required to recharge the battery

fully in the given charge interval, t.

(100- sOCt.1) xQ7 Equation 7.20
t

l'c ided =

177



Substituting thisideal charging current into Equation 7.18, enables the corresponding
charge time to be determined. The charge time at the end of the simulated charging
interval, t2, is the sum of theinitial charge time, t1, and the charge interval, which
enables the charging current at the end of the charging interval to be obtained using
Equation 7.1.8. Thus, the change in charge, DQ, accumulated in the battery can be
described by Equations 7.23 and 7.24.

1 Equation 7.23

DQ = | dt

[ello e}
—

DQ =[- I macX@xp(- 12) + | maexp(-t1)]" Dk Equation 7.24

The current available for charging the battery can be found by solving Equation 7.2 for
I, resulting in one of the following, real and imaginary solutions.

'—\
&: DO

a-V + (V2+ 4><P><r)

M: D> M (D> (D> D> DD~
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X

Equation 7.25
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Using the real solution, enables the charging current available |4, to be determined from
the open circuit voltage at the previous time step V.1, the internal resistance, r and the
excess power P.

g2 ou
~e2gU i
1)2+ wor" % Equation 7.26

€
e .
I A= B- Vi1t th.

(2%)

Where the current available is less than that required, it is assumed that al the charge
delivered by the available current can be accepted. Where the current is greater than
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that required, only that which is required is used, thereby assuming a charge controller
is being used.

The state of charge after charging is calculated as a percentage of the fully charged
condition, as described by Equation 7.27 and used to evaluate the open-circuit voltage
with Equation 7.3.

The power used, in charging the battery is calculated according to equation 7.2, where P
isthe power used in battery charging, | the average charging current, V the nominal

battery voltage and r the internal resistance (W).

(100- sOC.1) Q¢ +DQ Equation 7.27
Qt

SOC =

Self-Discharge

Batteries that are stored for long periods will eventually lose al their charge. This
“leakage” or self- discharge varies considerably with battery type, age and temperature.
It can range from about 1% to 15% per month. The rate of self-discharge istypically
specified as a percentage loss in capacity over a storage period, typically in the order of
months. By assuming the rate of self discharge specified by manufacturers to be linear,
self discharge can be incorporated as described by Equation 7.28 (assuming a month has
30 days). Self-discharge is incorporated when the battery is neither charging nor
discharging.

%d>C

dsocs —nr — .
SOC = 1:8024-DTC 10 Equation 7.28

Where dsoc = state of charge reduction due to self-discharge

%d = gpecified percentage reduction in capacity over discharge period (% /

months)
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dt = specified discharge period (months)

C = rated capacity (Ahrs)

Crc = Temperature compensated capacity (Ahrs)
DT = time period of discharge (hrs)

7.1.3 Other Factors Affecting Performance

Battery Ageing and Life-span

The depth of discharge (DOD) plays an important role in battery life-span. A battery
“cycle’ is one complete discharge and recharge cycle. It is usually considered to be
discharging from 100% to 20% and then back to 100%. However, there are often ratings
for other depth of discharge cycles, the most common ones are 10%, 20% and 50%.
Battery lifeis directly related to how deep the battery is cycled each time. If abattery is
discharged to 50% every day, it will last about twice aslong asif it is cycled to 80%
DOD. If itiscycled to only 10% DOD, it will last about 5 times as long as one cycled to
50%. Obvioudly, there are some practical limitations on this. Manufacturers
specifications will indicate the number of life cycles at a specified deep-discharge level.
Battery lifeis smply estimated by counting the number of cycles as they are smulated
and comparing them to the number specified by the manufacturer.

As batteries age their capacities are decreased and they require increased charging times
and/or have a higher amperage at the end of the charge. The life-span of a battery will
vary considerably with how it is used, how it is maintained and charged, temperature
and other factors. Life-span can be seriously reduced at higher temperatures - most
manufacturers state this as a 50% lossin life for every 8°C over a 25°C cell

temperature. Life-span isincreased at the samerate if below 25°C, but capacity is
reduced. This tends to even out in most systems - they will spend part of their life at
higher temperatures and part at lower. Battery life expectancy due to factors other than
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the number of cyclesis not accounted for due to the high variability involved. For the
same reason battery ageing effects are neglected.

Temperature Effects on Battery Performance

Operating temperatures will affect a battery’ s performance in a number of ways.
Self-discharge rates increase with increased temperatures
Battery capacity is directly proportiona to temperature.
Battery lifeisinversely proportiona to temperature.
Battery charging voltage changes with temperature. It will vary from about 2.74
volts per cell at - 40°C to 2.3 volts per cell at 50°C.

Accounting for temperature effects is complicated by the size of a battery bank (i.e. its
thermal mass) and any insulation used to protect a battery from temperature
fluctuations.

The effects of temperature on battery life are neglected as the effects of time spent at
higher temperatures is assumed to be cancelled out by time spent at lower temperatures.

The effect of temperature on battery capacity isillustrated in Figure 7.5. The effect is
assumed to be linear between temperatures of -20°C and 20°C and also between 20°C
and 60°C, but at adifferent rate. The linear temperature effects are applied to the two
rated capacities used to define a battery, at the beginning of every time-step calculation.
As these capacities are subsequently used in modelling al modes of battery operation,
temperature effects are accounted for. Battery discharge rates are evaluated utilising the
rated capacities. Battery state of charge is modelled as a percentage of the fully charged
capacity, rated at the 20-hr rate, to which temperature effects are applied. State-of-
charge is mapped to the battery voltage, which ensures temperature effects on voltage
areincorporated. Battery charging currents are assumed un-effected by temperature as
temperature compensation is included in the mgjority of battery charge control systems.
However the effect of applying a certain charging current over a period of time will
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vary depending on temperature, as the amount of charge stored by the battery will vary
with temperature. Finally, self-discharge is modelled as a percentage reduction in
capacity, therefore a percentage change in a temperature effected capacity, will account
for the effectsin self discharge.

Equation 7.29 and 7.30 are used to establish temperature effects of temperatures below

and above 20°C respectively.
0.875XT + 20) + 65 Equation 7.29
C=C
100
C = g 22T '10200) + 100 Equation 7.30

Where C = capacity with temperature compensation
Crer = Capacity prior to temperature compensation

T = operating temperature (assumed to be ambient temperature)
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Figure 7.5 Temperature effects on battery capacity (Y aussa Batteries, 2000)
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Battery Configurations

The discussion so far has related to a single battery. For battery banks including
multiple batteries connected in series or parallel, standard electrical circuit theory is
employed to model the effects of configurations.

Identical batteries connected in series maintain the same capacity as a single battery.
Thetotal internal resistance is the sum of the internal resistances of the batteries and the

total open-circuit-voltage is the sum of the open-circuit voltages.

Connecting secondary cellsin parallel in theory leads to greater current capacity. In
practice, however, poor current sharing during both charging and discharging will cause
serious cell imbalance and early failure. The effects of this phenomenon are not
accounted for and parallel batteries are modelled theoretically. Theoretical treatment of
parallel-connected batteries results in the same open-circuit voltages as a single battery,

atotal capacity that is the sum of the capacities and a reduced internal resistance.

7.1.4 Sample Results

Referring back to the example profiles used in the previous chapter, the small
commercia demand profile has been combined with a mixture of supplies consisting of
20 PV panels with tracking, a PV hybrid Fagade, 10 ducted wind turbines and a 100 W
wind turbine. To demonstrate battery modelling four series connected batteries rated at
215 Ah (at 20 hours) have been modelled, with the deep-discharge level set at 30%.
Figure 7.6 shows the demand and supply profiles and that of the supply with battery
storage and Figure 7.7 describes the state of charge of the battery bank over this one-
week period. During theinitial 12-hour period the demand exceeds the supply, but is
met by the battery, which initially is fully charged. The midday supply then exceeds the
demand and is used to re-charge the battery. The initial recharging can be seen to occur
faster than when the battery system approaches its fully charged condition. The
charging process successfully absorbs all of the excess supply and during thistime
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supply and demand are perfectly matched. However the evening demand is greater than
in the morning and the battery fails to meet the entire load, discharging rapidly to its
deep-discharge level. At this point no power is supplied from either the primary supply
or the battery, in order to meet the demand power has to be imported from the grid, or it
will not be met. Recharging occurs around noon on every subsequent day. The next
four days however, produce insufficient excess supply to bring the battery back up to
full charge. Over the weekend the demand is significantly reduced and this coincides
with a particularly productive period for the combined RE system and the supply
exceeds the battery’ s ability to absorb it, leaving an excess which is either wasted or

exported to the grid.
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Figure 7.6: Comparison of demand, supply and supply with battery storage profiles
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Figure 7.7: Changesin battery state of charge

This example was modelled again using 8 batteries in series to illustrate the effects of
increasing the overall capacity and using 4 batteriesin parallel to examine the
theoretical differences in battery configuration, whilst neglecting the adverse effects of
current sharing in the parallel arrangement. Figure 7.8 illustrates the differencesin
residual power resulting from the three different battery configurations. Figure 7.9
shows the corresponding differences in states of charge. It can be seen that by doubling
the capacity the length of time afully charged system can supply aload is increased
significantly and its capacity for absorbing excess supply is also increased, however the
charge and discharge rates are reduced. Parallel configurations compared with batteries
in series charge less rapidly but discharge at approximately the same rate, which
demonstrates that series configurations are superior, even when the effects of current
sharing are neglected. Table 7.1 illustrates the differences in match statistics resulting
from the use of the different battery systems. The results show that by incorporating
storage the match is improved and that the improvement is related to the storage
capacity. The results also illustrate that series configurations are superior to parallel.
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Figure 7.9: Comparison of the states of charge of different battery configurations
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Table 7.1: Comparison of match statistics of different battery configurations

_ _ Excess | Deficit I.3attery Battery
Storage | Correlation | Inequality why | ewn) discharge charge
(Ahrs) (Ahrs)
None 0.6 0.33 33.78 | 64.09 - -
4 Series 0.78 0.20 3.03 35.01 | 63896 @ | 584.24 @
48V 48V
8 Series 0.81 0.16 0.00 | 2410 | 42376 @ | 332.98 @
%V %V
4 Parallel 0.74 0.22 875 | 37.26 | 2367.26 @ | 1958.61 @
12v 12v
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7.2 Back-up Generation

Diesel generator sets are frequently used as stand-by power units. Engine performance
can be modelled in different levels of precision. Liu and Karim (Liu and G. Karim,
1996) describe a highly detailed model used in simulating the combustion processes.
Such an approach was considered unsuitable due to the requirements of engine
geometry and operational parameters, which are not available from manufacturers
standard specifications. Kelly (Kelly, 1998) describes another approach used in the
simulation of CHP systems, where by performing a one-dimensional energy balance for
the cycle-averaged combustion process, the mechanical work output can be calculated.
This approach again requires the specification of a number of parameters unavailable
from specifications and utilises empirical values best obtained from test data. Asthe
objective of thiswork isto gain an understanding of performance prior to installation
and based solely on manufacturers data, methods employing empirical data are
unsuitable. Evans (Evans, 1994) suggested the use of engine performance charts to find
the most efficient point of engine operation and model performance based on a
generator running at this point. However, it is not always possible to couple an engine's
most efficient point of operation with a generator, as generators are designed to operate
at afixed rotational speed. The approach adopted here utilises performance charts to
obtain data related to fixed speed operation. The speed is ascertained through Equation
7.31 and is based on the number of generator pole pairs and the supply frequency.

s. g Equation 7.31

Where S = engine speed (rpm)

F = supply frequency (Hz)
n = number of generator pole pairs
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An example of an engine performance chart is given in Figure 7.10, where the method
used in determining operating characteristics for the maximum power output condition
at a specified speed isillustrated. In this example the operating speed specified is 1500
rpm which could correspond to the engine being coupled with a generator incorporating
2 pole-pairs supplying power at afrequency of 50 Hz. From the operating speed, the
specific fuel consumption at that speed and the engine torque and power output at this
torque, can be obtained. Thisinformation is sufficient for obtaining afirst
approximation of the generator-set performance.

The total power required of the generator, Py, can be obtained by calculating the
magnitude of the real, P, and reactive, Q, components of the power deficit.

Equation 7.32
Py= P +Q° q

The power required from the generator can be transated into that required by the engine
Pe, by accounting for the efficiency of the generator, h, and its power factor, q, as
described by Equation 7.33

Py = Pg Equation 7.33
h

If the power required is greater than that which can be supplied by the generator-set,
then the output is ssimply set at the maximum generation conditions. Where there is no
deficit the generator is not required and the output is set to zero. Where some
intermediate power requires to be satisfied, the engine torque is reduced to reduce the
power output whist maintaining the generator speed. Since power is equal to the
product of torque and angular velocity (Hannah and Hiller, 1994) and the velocity
remains constant, the operating torque T, can be calculated from Equation 7.34.
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Pe Equation 7.34

Where Pm = power output at maximum torque for operating engine speed

Tm = maximum torque at operating engine speed

Specific fuel consumption, SFC, is given in the units g/kWh, thus by calculating the
power output from the engine, P. and assuming this remains constant over a specified
time interval, t, the actual fuel consumption, FC, in grams, can be calculated as follows:

FC = pe$ Equation 7.35

By outputting the percentage of engine loading and the fuel consumption an indication
of both engine performance and fuel requirementsis obtained.

Diesel engines can vary considerably in size and can be large enough to provide an
entire community with its power requirements. A community scenario, made up load
profiles for 2 agricultural loads, a school, 4 shops, 30 standard and 5 large residential
premises, street lighting and traffic control, has been used to illustrate the results
obtained by modelling diesel generators. Figure 7.11 shows the demand profile met
exactly by the generator and the percentage of engine loading required to meet the
demand. Figure 7.12 illustrates the demand profile and the profile from a 300 kW wind
turbine. Figure 7.13 shows the wind turbine combined with the diesel generator used to
meet the demand and the generator |oading.
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Figure 7.10: Typical Engine Performance Curve (Cummins Engine Company Ltd,
1994)
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Figure 7.12: Community demands and wind turbine supply
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Figure 7.13: Community demand and combined wind turbine and generator supply
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These figuresiillustrate that generators are ideally suited to making up deficit supply,
but cannot store any excess, therefore if diesel generators are to be incorporated into a
hybrid supply system the renewable energy systems should ideally be dightly
undersized to prevent wastage. Secondly, to prevent excess generator cycling, the role
of the renewable is to eliminate peak demands thereby enabling more continuous engine
operation. Although running at full load will result in engine wear, running at very low
loads is an inefficient use of the generator. Table 7.2 illustrates the match statistics for
the three examples given above and the fuel consumption for the generator cases. From
thistable it can be seen that although the generator used autonomously resultsin a
perfect match, there is afuel penalty associated with it. The wind turbine on its own
results in a considerable deficit, which is easily supplied by the generator with a 78%
reduction is fuel consumption. However, where the diesel and wind system are used
together the engine is loaded at 20% of full load for much of its operation, this indicates

that a smaller generator may be more appropriate in such a scenario.

Table 7.2: Comparison of supply systems with and without generator

Fud
Suop) Corralati | dity Excess Deficit c .
orrelation Inequali onsumption
PPy - (kWh) (kWh) P
(kg)
Generator 1 0 0.00 0.00 3211.77
Wind Turbine 0.30 0.18 956.39 2499.99 -
Wind Turbine
0.65 0.07 956.39 0.00 716.91
& Generator
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7.3 Tariff Structures

A variety of tariff structures exist, designed to meet different electricity consumption
patterns. Typically tariffs can encompass either a single kWh price, night and day time
prices, evening and weekend reduced rates or rates which charge a certain premium for
an agreed number of initial units and another for any units consumed above this limit
(Scottish Power, 1999). Additional service charges are also applied either daily or
monthly. Calculating the cost of electricity consumption, with respect to different tariff
options, enables tariff optimisation and an economic evaluation of saving resulting from
RE generation. Tariff accounting simply involves summating the kWh required by the
grid and applying cost functions which will depend on the tariff and either the day type,
time of day, running kWh total or a combination of these. For example, Tariff A
utilises a one-price structure of x pence/lkWh and a standard charge of y pence/day, the
total cost of an electricity consumption, ¢, over aperiod, p, will thereforeequal X~ ¢ +
y~ p. Tariff B, on the other hand is divided into a day and night rate, where day-time
and night-time units are priced at x and y pence/kWh and a standing charge of z
pence/day is applied. In this case the consumption during defined day hoursis kept
separate from the night-time consumption to calcul ate the total electricity cost.

Incorporating tariff analysis in matching exercises enables an economic analysis of
savings made through the deployment of RE systems. To demonstrate the effect of
different tariffs a demand profile has been met entirely by the grid and priced using two
different tariffs. Tariff 1isabusiness tariff with areduced weekend and evening rate
and tariff 2 uses afixed price per kWh, independent of time of use. The demand is
subsequently combined first with a PV fagade and then with a 10 kW wind system and
the tariffs are applied to the deficit portion met by the grid. The profiles from the PV
and wind systems relative to the demand are shown in Figures 7.14 and 7.15,
respectively. The PV system never exceeds the demand whereas the wind system does
towards the end of the week. The price for grid exported power changes every half-

hour depending on the lowest bid from large-scale generators. To include arealistic
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approximation for atariff structure for exported power a detailed analysis of price
trends would be required, which was out with the scope of this work, thus, excess
production is treated as wasted electricity.
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Figure 7.14: Demand and PV profiles
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Figure 7.15: Demand and wind turbine profiles

Figure 7.16 compares the difference in electricity costs and total cost, which includes
standing charges. Although the standing charge for tariff 2 is less than for tariff 1, the
total cost for tariff 2 isstill greater in each of the cases presented. Figure 7.16
guantifies the savings made by deploying the different RE systems over this one-week
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period. To obtain an estimated pay-back, tariff analysis needs to be carried out on an
annual basis. However, what is clearly demonstrated is that pay-back periods are
relative to tariff prices and tariff analysisis beneficial in negotiating favourable

arrangements.

Ideally RE system costs should be incorporated in any economic analysis relating to RE
deployment. However, generic capital cost functions are difficult to establish as costs
vary with a number of factors such as whether export facilities are required, proximity
to grid connection, installation and commissioning costs, and project scale. AsRE
system costs are both site-specific and likely to change significantly in the future, their

inclusion was considered beyond the scope of this work.

701
60-
501
40
Cost (£)
301
20
104
0,
Demand + | Demand + Demand + | Demand + | Demand + | Demand +
TariffL Tariff? PV + PV + Wind + Wind +
Tariff1 Tariff2 Tariffl Tariff2
B Electricity Charge 59.28 67.23 42.59 49.75 18.41 22.01
@ Total Cost 61.01 68.63 44.32 51.15 20.14 23.41

Figure 7.16: Tariff price analysis.
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7.4 Potential Match Assessment

The inequality metric described in the previous chapter was shown to be the best
indicator of ‘goodness of fit'. Another useful indicator isthat of a potential match.
Since matching has been shown to be an iterative process in optimisation, a potential
match index could be used to evaluate supply and demand combinations, which could
potentially achieve near excellent matches, using some form of auxiliary system. Itis
clear however that a very bad match, where the supply is considerably less than the
demand, could be transformed to a perfect match with an adequately sized generator,
possibly to the detrimental operation of that generator. Thus the conditions for a
potential match must consider this, as well as the fact that continuous under supply from
an RE system cannot be combined with battery storage as these conditions will never
allow the battery to recharge. Correlation and FFT parameters are useful in picking out
similarities in the trends of the profiles, but neither accounts for relative magnitudes

involved.

The net residual arearelative to the shared area quantifies the impact of the supply on
demand without providing any indication of whether the profiles are in phase with one
another. Two separate potential match indices are required to define the potential match
that could be obtained through improved storage and through the inclusion of some
back-up supply system. The potential match with storage can be quantified by
combining the correlation coefficient and the residual arearelative to the shared area.
Equation 7.36 describes the parameters used to derive this metric and Equation 7.37
shows how it is calcul ated.

A
PMS = — +CC Equation 7.36

S

Where PMS = potential match with storage

A, = residua area
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A= shared area
CC = correlation coefficient

. n
% 6 2 6 4

Q0 D(t)dt=- €0  S(t) dt (Dc- d)Xsi- 9
pMs = &£° g _€o g, t=0 Equation 7.37
n 0 n 0 g g
0 D UCO = 2 2
t= t=

The potential match with back-up supply also requires the use of the correlation
coefficient to pick out trend similarities, however where back-up systems are used it is
preferable that the primary supply does not exceed demand as this represents periods of
energy wastage. Thus the potential match with back-up supply can be defined by
Equation 7.38.

N
PMBS = CC2 %xé D(t) — S(t) Equation 7.38

n=1

Where PMBS = potential match with back-up supply
D(t) = Demand at time't
S(t) = Supply at timet
N = number of time steps

Potential match metrics can be used as a filtering variable in the search procedures
described in the previous chapter. Employing the storage potential match metric on the
profiles used in the previous chapter, shown in Figure 6.8, the best potential match is
that of asmall commercial demand combined with 20 PV panels with tracking, a PV
roof and 10 ducted wind turbines. The two profiles are shown in Figure 7.17, it is clear

because of the excess supply, a storage facility is required to improve the match. Figure
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7.18 illustrates the effect of incorporating ten 215 Ahr batteries in series to provide this
storage, starting with afully charged battery bank and setting the deep-discharge level
to 30%. Because the battery is fully charged to begin with it is unable to accept some of
the excess supply initially, aso evident from Figure 7.18 is that the deep-discharge level
prevents the battery supplying the demand during days 4 and 5. However if the battery
isinitially at 85% of the fully charged condition and is permitted to discharge to 10%,
then the entire load can be satisfied, asis shown in Figure 7.19. This example
illustrates how a potential match assessment can be useful in cases where auxiliary
systems are to be incorporated.
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Figure 7.17 Best potential match with storage from example given in Figure 6.8
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Figure 7.18: Effect of combining battery bank with 30% deep-discharge level
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Figure 7.19: Effect of combining battery bank with 10% deep-discharge level

200



7.5 Summary

Mathematical models have been developed for both battery systems and back-up
generators. These auxiliary systems can often be used to enhance a match between a
renewable energy supply and ademand. Mathematical modelling of these systemsis
the most efficient means of evaluating their performance under different conditions.
Furthermore it is the most economic means of ensuring auxiliary systems are sized
optimally. A procedure for tariff analysis has been demonstrated which is useful both
in quantifying the savings resulting from RE deployment and for any tariff negotiation.
Two mathematical definitions for metrics of potential match with storage and with
back-up supply have been described and shown to be useful in evaluating matches

which best benefit from auxiliary system incorporation.
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Chapter 8: MERIT — Towards a Software Solution

The methodol ogies and mathematical models presented in the previous chapters have
been used to create, through the use of rapid prototyping, a software program to provide
a structured methodology for performing matching exercises. This chapter describes
the program both from the user perspective and from a software engineering viewpoint.
The program is entitled MERIT and has been developed to investigate supply and
demand matching. The implementation platform is Visual C++. In chapter 4, it was
pointed out that theoretical modelling programs were limited to a small number of
specialised consultants, because of the difficulties incurred by users. The principal
pitfalls identified were time requirements in data input and due to a lack of
understanding of the underlying modelling principles, difficultiesin accurately
specifying the modelled scenario. The fundamental aim in the creation of MERIT was
to ensure its use was not limited to specialist knowledge and could be used by computer
literate individual s to investigate various supply and demand strategies, without the
need for prior knowledge of different technologies.

Figure 8.1 illustrates the elements comprising MERIT; the principal components are:

Central program manager: This component allows accesses the other components,
directing the user through a project specification in an intuitive way. The program
manager allows current projects to be saved and opens previous projects.
Boundary Condition Specifier: Enables the selection of climate files and periods of
investigation.

Demand Specifier: Enables profile selection from a profile database and/or profile
importation from an external source. Additionally, this component provides the
route to the profile designer from which profiles can be created.

Supply Specifier: Enables the specification of renewable supply technology

parameters (based on manufacturers' data) from which system performanceis
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simulated. These specifications can be loaded from and saved to relevant databases.
Alternatively, profiles can be imported from external sources. Supply simulation is
done within this component.

Auxiliary System Specifier: Enables the specification of auxiliary system
parameters and contains the same functionality as the supply system specifier with
the exceptions that auxiliary system performance smulation is not carried out as this
stage and auxiliary profiles cannot be imported. Auxiliary systems are classed as
such because their performance is dependent on the supply/demand systems they are
combined with, and can therefore not be simulated until the supply and demand
combination is known.

Matcher: Reports match statistics between selected supplies and demands and
simulates the performance of auxiliary systems. This component contains a
matching search engine to find optimum combinations in terms of selected criteria.
(All profiled data can be exported from the matcher.)

Reporter: Reports details of selected profiles and results from search procedures.
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Figure 8.1: Principal components of MERIT
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8.1 Software Architecture

The principal software objective was to provide a structure that could be evolved on a
task-sharing basis in future, whereby new or modified models could be efficiently
incorporated and maintained. These objectives resulted in the development of MERIT
using Object-Oriented Programming (OOP). OOP is defined (Grady, 1991) as: a
method of implementation in which programs are organised as co-operative collections
of objects, each of which represents an instance of some class and whose classes are all
members of a hierarchy of classes united via inheritance relationships. The essence of
the OO paradigm is that a program can be composed of independent objects,
communicating viamessages (Clarke et al., 1992). The modular approach facilitates
the addition of new models through the incorporation of new classes, which can be
derived from a common base class containing any common functionality and thus re-
using existing code. Reusing devel oped classes enables faster development with
improved reliability and design consistency (Electric Library’s Free Encyclopaedia).
The programming language selected for the implementation was C++ (Stroustrup,
1999). The principal reasons for its selection were as follows:

1. Modules created are isolated from changes made in other modules, thus changes in
one module will not ripple to other modules. Once created, modules are reusable in
that the high level modules do not depend upon the low level details and so can be
reused in a different detailed context.

2. Run Time Efficiency. C++ isastatically typed language, which performs run time
binding by indexing atable of pointers. Dynamically typed languages perform run
time binding vialooked up tables, with aloop and a token matching algorithm. With
this procedure it isimpossible to precisely describe the time required for such an
operation and is generally of the order of dozens, or even hundreds of microseconds.
Indexing atable of pointers always requires exactly the same amount of time and for
each implementation is of the order of one or two microseconds. This makes C++
an excellent choice for applications that have intense real time requirements. It also
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makes C++ a good choice for component libraries that ‘might’ be used in intense
real time applications (Martin,1995).

3. Memory management: C++ is possibly the best language to provide control over
how memory is managed (Martin,1995). The disadvantage with thisis that
dynamically allocated memory, which is not ‘freed’ can lead to memory lesks.
Because of this, a developing environment had to be selected capable of tracking

heap problems.

The devel opment environment selected was the Microsoft Visual Studio, which as well
as providing heap tracking, encompasses the Microsoft Foundation Class Library
(MFC), which is an "application framework™ for programming in Microsoft Windows.
This framework ensures developed programs are compatible with any Microsoft
Windows operating system. Statistics have shown that of all the operating systemsin
use over the past year, Windows NT holds the mgjority at 60.51% (OS Statistics, 1999).
Thus building a Windows application clearly widens the scope for potential users.

MFC provides much of the code necessary for managing windows, leaving only the
addition of application specific code to create a working tool, which clearly reduces the
development time.

8.2 MERIT from a Users Perspective

A new user could carry out an initia investigation into RE deployment within 30
minutes following the subsequent procedure. First a climate file together with the dates
of interest would be selected. Secondly, standard demand profiles would be selected
from the database of demand profiles to best replicate the demand(s) of interest.

Having thus defined the demand, a variety of RE supply technologies could be selected
from the various databases and if desired arage of auxiliary technologies. Thereafter
the match facility would be used to investigate the various combinations, this process
may be manual or may involve the auto-search mechanism which enables the best
supply and demand combinations to be evaluated automatically by MERIT. A
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comprehensive study would require further investigation through a process of refining
demand profiles and configuring supply technology choices, however within a very

short time frame the reasonabl e options would become apparent.

Figure 8.2 illustrates the central project manager; the dialog contains buttons to provide
access to the other components. The four project progress reporting views detail the
boundary conditions and the demand, supply and auxiliary systems selected. To initiate
anew project, the first task isto specify the analysis conditions, as the dates selected
direct the program to select the relevant portions of demand profiles and the climate
conditions to use in the simulation of RE systems. The user is prevented from any other
action (other than exiting) by the disablement of other buttons. Once these conditions
have been specified the user is free to define profiles, where every profile selected
appears in the relevant reporting view. The natural order of progression follows the top-
to-bottom, left-to-right order of the buttons on the dialog, i.e. specify analysis
conditions, specify demand, specify supply and auxiliary supply, carry out matching,
generate a report, save the project and finally exit the program. This order isflexible,
provided the analysis conditions have been specified, enabling selected profilesto be
augmented, removed or replaced. After exiting any of the other main dialogs, e.g.
demand/supply specification, the program returns to the manager with updated
reporting views, to summarise the user’s progress. At any point a project can be saved
for completion, alteration, re-investigation or reference at a later stage.
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Figure 8.2: MERIT’ s project manager

The analysis conditions, specified at project initiation can be altered during a project,
enabling different ‘ design weeks' to be analysed and/or different climates. When thisis
done all the smulated profiles are re-simulated for the new conditions and the relevant
portions of the demand profiles selected are extracted from the annual demand profiles
to reflect the new period. Analysis conditions are specified viathe dialog shown in
Figure 8.3, after the selection of the desired climate file. The details of the climate file
are stated in a summary box, which informs the user of the dates available for selection
and the longitude and latitude of the site. Any dates within the time-scale available may
be used as the basis of an investigation with the frequency of calculation defined by the
time-steps per hour. Climate datais interpolated if the resolution selected is greater
than that contained within the file. The longitude and latitude may be edited for
hypothetical studies.
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Figure 8.3: Boundary condition specification dialog

The weather preview button is provided for users wishing to investigate particular
climatic effects on RE performance, for example, if aperiod of high solar insolation
was of interest, a weather preview of the summer months would reveal the periods
containing the appropriate solar radiation. The weather preview is shown in Figure 8.4.
This dialog contains a graph to display the climatic parameters selected via check
boxes, which allow the user to switch certain climate variables on or off, to clarify the
data of interest.
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An additional feature enables the user to define a representative year comprising
seasonal days, weeks or months for either three or four seasons. The dialog for

specifying the representative year is shown in Figure 8.5.
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Figure 8.4: Whether preview dialog
By specifying a representative year the user is able to analyse supply and demand

matches, which include seasonal changes in profile characteristics, without having to

wait for the data processing times associated annual profiles.
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Figure 8.5: Representative year definition dialog

Having selected the appropriate climate conditions demand and supply profiles may be
specified. The demand, supply and auxiliary specification dialogs are of the same
format as shown in Figure 8.6 for demand and 8.11 for supply. The common features
include:

The ability to select a profile individually or to combine it with that of another

profile prior to selecting the composite profile.

A graph showing the profile for browsing purposes.

The ability to delete a profile selected.
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The ability to edit a composite profile either by deleting one or more of the sub-
profiles or by augmenting another profile.

The ability to save profiles, which are not held in a database, i.e. imported profiles
or combined profiles for analysisin different project.

The ability to import data from an external source (not included in auxiliary

specification).
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Figure 8.6: Demand specification dialog

The demand specific feature is a database of profiles sub-divided by demand-type,
which can be browsed, scaled to a specified consumption over the given period, and
selected. Profiles from the database can be selected in multiples e.g. 10 residential
profiles. In selecting multiples, the user can specify a diversity factor, which introduces
adegree of variability between profiles. The database can be augmented by selecting to
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add a‘designed profile’ to the database. ‘Designed profiles are user defined profiles
created viathe ‘profile designer’. The profile designer is shown in Figure 8.7. This
feature allows the user to create annual demand profiles from a number of daily
profiles. Inthe U.K. the demand profiling information is available in ‘typical day’
format, which will include differences in day type e.g. weekend/weekday and seasons.
These typical days can be used to interpolate the demands occurring throughout the
year. The specification of ‘Profile Effects (Figure 8.8) provide the means to turn
limited demand data into annual profiles. Specification of a degree of variability
introduces random fluctuations in the profile, representing random elements of
consumption. This variability can be applied throughout the profile or just to data
above the base load. The effects of temperature can be included by specifying a
reference temperature and a power deviation from this temperature expressed in W/°C.
The temperature deviation can be limited to specified times, i.e. heating times or applied
to the entire day.
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Once a satisfactory profile has been created it can be added to the demand database of

profiles for selection.
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Figure 8.8: Profile designer effects specification
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Figure 8.9: Profile designer day type specification.

The alternative to selecting a profile from the database, in the case of demand
specification, or to simulating a supply profile, isto import the data from an external
source, such as another simulation package or from measured data. External datafrom
atext file can be imported via the import dialog shown in figure 8.10. The format of the
original text fileisflexible, as data can be imported either column or row wise and the
separators can be comas, spaces, tabs, semicolons or some other defined character. The
one condition for import is that the resultant number of data pointsis equal to the total
number of time steps specified by the analysis conditions. If this condition is not met,
the dialog will not exit, but instead state the condition to allow the user to change the
starting and/or finishing rows/columns to ensure compatibility. The user can select

whether the profile relates to real or reactive power or to athermal or hot water profile.
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Figure 8.10: Import data dialog
On exiting the import dialog, the profile is presented on the graph and is subsequently

available for selection, either individually or in combination with other profiles, asa

demand or as a supply profile.
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Figure 8.11 illustrates the supply selection dialog whose interface is very similar in

format to that of the demand selection dialog. Supply profiles, which are not imported,

are smulated using the climatic conditions and manufacturers specifications. An
example input sheet is given in Figure 8.12 for PV systems.
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Figure 8.11: Supply Specification Dialog

Every profile is given a name for identification purposes and cal culations are based on

the input parameters. Databases of various supply and auxiliary systems are provided.
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Figure 8.12: Supply System Specification (PV)

Where a specific system is to be simulated the user will be required to refer to the data-
sheets provided for the technology and input the data fields manually. New data may be
added to the database for future use smply by saving the configuration. Once the
performance has been simulated, the resultant profile is plotted on the graph and
becomes available for selection. Auxiliary systems can not be ssmulated at this point as
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their performance is dependent on how they are combined with a demand and supply
profile. Their ssmulation occurs during the matching phase of a project.

On entering the matching dialog the selected demands, supplies and auxiliaries appear
asrows of buttons, which can be identified by ‘hovering’ over a button to produce its
identification, as shown in Figure 8.13. Profile combinations can be investigated
manually by ssimply selecting different profiles. Three graphs and a set of match
statistics detail selected combinations. The first graph illustrates the demand profile
with the supply superimposed. The second shows the residual components, with
portions above the x-axis representing the deficit and portions below the excess. The
third graph is only active when an auxiliary system is selected and details its
performance, in the case of a battery system state of charge is plotted, in the case of a
generator percentage loading and in the case of atariff price fluctuations.
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Figure 8.13: Matching Facility

The match statistics presented include the inequality metric, the correlation coefficient,
the net excess and net deficit, together with a verbal rating and score-out-of-ten for the
match and the potential match, given better auxiliary facilities. An auxiliary
performance box details certain aspects of system performance: in the case of batteries,
the charge gained and lost; in the case of back-up generators, the fuel total consumption
and in the case of tariffs the electricity price and standing charge over the period and the
total grid supply cost. The size supply button will inform the user of the multiples of a
selected supply profile required both to meet the peak in the demand profile and to
ensure the demand is not exceeded at any point.

The search procedure can be initiated by the auto-search button which allows the user to
select the criteriafor the search, as shown in Figure 8.14.
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Figure 8.14: Search criteria selection
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The criteria selected can either refect the best combinations to meet certain condtions,
or, dternatively, the worst, so they may be eliminated from further investigation. All
match results are presented via a scroll button in case of multiple combinations. These
results, together with the selected criteria are stored in a match results file which can be
viewed in the reporting dialog. The reporting dialog a so states the defined input
variables for each profile as shown in Figure 8.15.
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5 ‘
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Figure 8.15: Reporting dialog
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8.3  Applicability

MERIT can be used for arange of applications and by arange of users. The potential
users include engineers, utilities, private power developers, renewable technology
product suppliers, energy consultants, energy managers, architects, researchers and
community planners. Merit has been distributed amongst a range of users for testing
and the feedback received on the user interface and functionality has been incorporated.
The current deployment sites include Highland Regional Council (energy managers),
Scottish Power and it subsidiary Manweb (electricity supply), Buro Happold (building
services engineers) and Strathclyde University (researchers). MERIT has been
designed to assist the optimisation process of developing renewable energy integration
strategies, however, the following functions could also be satisfied by the program’s
capabilities:

renewable system sizing

auxiliary system sizing

pre-installation, renewable systems positioning studies

identification of potentia renewable technology markets

load management investigations

tariff negotiation

Two case studies are presented in the subsequent chapter to demonstrate the application
of MERIT.

8.4  Software Design

8.4.1 Classes

Merit has been designed using the * Object Oriented’ approach (Grady, 1991). Probably
the most powerful aspect of using the OO approach liesin the ability to define
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inheritance relationships, whereby new objects are derived from base classes, which
contain common functionality and thus re-uses existing code. Reusing devel oped

classes enables faster development with improved reliability and design consistency.

Demand, supply and auxiliary profiles are al derived from a base profile data class, the
class hierarchy is described in Figure 8.16. The data class is responsible for the storage
and access of time series data irrespective of their nature. Derived from this class are
the demand, supply and auxiliary container classes, which hold the functions common
to the nature of the profile. These profile types are distinctly different from each other
and require different parameters and access functions, which ensure a profile is derived
and manipulated according to its nature. For example a demand profile will require the
filename for its annual profile and its net consumption over the defined period, to scale
the profile. Supply and auxiliary profiles on the other hand will require the parameters
needed in smulating their performance. An auxiliary profile will depend on its
interaction with selected supply and demand objects, whereas a supply profile can exist
initsown right. Derived from each of these classes are definition classes to account for
differences in parameters and calculations relevant to each class. ThusaPV profile will
require certain cell parameters and functions to predict its performance, which are
distinctly different from awind devices parameters and functions. However both can be
manipulated as supply profiles which contain time-series data, just as a demand profile.
Composite or hybrid profiles are containers for a number of like-natured profiles,
enabling the definition of for example a community demand profile or arenewable

hybrid system.

8.4.2 Memory

Memory management in MERIT is of primary importance, because memory
reguirements are proportional to both the number of profiles selected and the temporal

definitions of those profiles. Thusin the analysis of annual performance at 1 hour
intervals, every profile will result in a minimum of 8760 data points, which if real,

227



reactive and thermal profiles coexist in a profiles definition is trebled. The ‘stack
frame’ is an area of memory that temporarily holds the arguments to the function as
well as any variables that are defined local to the function and is set up whenever a
function is called. When an object is defined as a frame variable, its constructor is
automatically invoked at the point where the definition is encountered, to allocate the
memory for an object of a given class type. When the object goes out of scope, its
destructor is automatically invoked to deallocate this memory when objects are
destroyed. The key advantage of allocating objects on the frame is that they are
automatically deleted. A disadvantage of frame allocation is that frame variables
cannot be used outside their scope. Additionally, for large objects, it is often better to
use the heap instead of the stack for storage since stack space is often limited. Objects
allocated on the heap are not destroyed when the scope in which they are defined is
exited. Global objects are in scope for the duration of the program. MERIT employs
two global objects and a number global pointersto objects. All profiles are defined as
global pointers, whose memory is allocated as and when required. The global objects
used are the climate-object, which contains pointers to climate data and functions for
accessing that data and the simulation-period-object, which defines the time scales

involved in a project.

Memory is managed in merit through the use of the stack, the heap and binary file
storage. The profiled data class is defined as a pointer to the heap whose memory is
allocated only when it isrequired. This pointer becomes nested in that al the
permanent definition classes exist as global pointers for which their memory is allocated
when they are in use and deallocated with the data stored in binary files when not. Thus
all profile classes occupy the heap when they are in use and all interface classes utilise
the stack. When an interface is exited, it is destroyed and its memory usage rel eased,
just as other classes used in the creation of merit only exist whilst they are in scope.
This design has ensured that the memory usage at any time is the program is kept to a

minimum.
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8.4.3 Analysis Conditions

When the analysis conditions are defined, the climate and simulation period objects are
initialised and the memory required to hold the climatic parametersis allocated. These
two objects can be considered as permanent throughout the duration of the program and
their functions and data are accessed throughout, in defining demands, simulating

supply and auxiliary systems.

8.4.4 Profile Selection

The process of creating and utilising profiled classes is described in Figure 8.17. Whilst
profiles are being ‘browsed’ they are held in temporary definition classes, which are
created through the definition interface. The interface has access to the various
databases containing the necessary information to create different profile types.
Alternatively, the user may define new systems, with the option of storing them in the
relevant database.

Once aprofile is defined, atemporary definition classis created and if it isselected it is
copied into a permanent definition class and the temporary object deleted. When a
permanent profile class is not in use either for performing calculations or for viewing,
itsdatais stored in abinary file, thereby minimising its size.

8.4.5 Search Procedure

During the searching procedure the definition classes involved in a given combination
are activated for the duration required to obtain the search results and then deactivated,
i.e. put into storage. Minimising memory requirements promotes fast cal culations and
helps to ensure the program can run on machines with limited memory resources. Each
of the search results (correlation coefficient, shared area, inequality metric, net excess
etc.) isstored in an indexed array. Thisindexed array is then passed into an array
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sorting class, which filters the array for the condition variable. If the ideal conditionis
not met by any of the possible combinations of profiles the accepted interval rangeis
extended iterativly, until a combination or a set of combinations satisfy the condition.
Where multiple variables are used, the same iterative procedure is employed for each
variable and the index(es) of the combinations are compared until at least one

combination can satisfy each variable condition.
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Figure 8.17: Profile creation process
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8.5 Validation
8.5.1 PV Model

To validate the PV model described in Chapter 5, test data obtained from BRE was
compared with predicted results. The data obtained was measured at 10-minute
intervals, over a 24-hour period, on the 18" September 1995, at the BRE ScotLab test
site. The PV system parameters used to define the mathematical model are listed in
Table 8.1. The Inverter size and efficiency and emissivity of the back wall were
estimated, as this data was not available. The radiation data was measured directly at
the front of the cells; consequentially the individual components of direct, diffuse and
reflected radiation could not be separated. The angle of incidence of radiation was
assumed to be that of the direct radiation component, as it would be the dominant
component for the majority of the day. To compensate for the errorsin predicting the

reflection losses, the inverter efficiency was over-estimated.

Table 8.1: Input parameters for PV validation exercise.

PV Properties
Number of modules on 4in
facade parallel
Number of cells per module 150 in
series
Open circuit voltage 91.8V
Short circuit current 20A
Maximum Power 1416 W

Voltage @ maximum power BV

point

Current @ maximum power | 18.88 A

point
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Inverter Size 1500 W *

Inverter Efficiency 98%*

Hybrid Construction

Facet length 595m
Facet Width 32m
Air gap 0.74m
Emissivity of back wall 0.7
Climatic Parameters
Latitude 55deg
Orientation Due south
Global Vertical Solar M
Wind Direction M
Wind Speed M
Ambient Air Temperature M

[* - Estimated values for unknown parameters]
[M —measured at 10 minute intervals|

A measure of the accuracy of the thermal model is demonstrated in Figures 8.18 and
8.19. Figure 8.18 illustrates the predicted panel temperature against the average panel
temperature measured. Deviations in temperature during periods of no solar radiation
are predominantly due to the simulation period. The air gap was not vented at the time
of experimentation, which resulted in some storage of heat gained during proceeding
period. The air gap temperature was initialised to be that of the ambient air

temperature, which was lower than that measured, resulting in greater heat losses and
hence lower panel temperatures. To compensate for this the thermal inertia of the panel
was increased by increasing the silicon width from 0.5 mm to 0.9 mm. Other deviations
in the predicted and measured case are within + 5%, asisillustrated in Figure 8.19,

where 5% error bars are shown on the measured values. The differences can be
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attributed primarily to errorsin the prediction of reflection losses, as these have a direct
effect on the radiation absorbed.
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Figure 8.18: Modelled and Measured Panel Temperatures.
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Figure 8.19: Errorsin Predicted Panel Temperatures

Figure 8.20 illustrates the differences in predicted power output and actual measured
output. Errorsin temperature prediction clearly lead to errorsin PV output. Additional
errors will be incurred through the inability of separating the different radiations,
resulting from errors in predicting reflection losses and consequently in the prediction
of absorbed solar radiation.
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Figure 8.20: Modelled and Measured PV Power Output.

Figure 8.21 illustrates the sensitivity of the calculation to reflection losses. To
demonstrate the effects of reflection losses, the power output was calculated for panel
orientations of 160° and 200°. For the southeasterly facing surface (160°) the reflection
losses become significant towards sunset hours. Thisis reversed for a southwesterly
surface (200°) where |osses are seen during sunrise hours. During sunrise and sunset
hours, the portions of diffuse and reflected radiation components are more significant,

which explains some of the deviations seen during those times.
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Figure 8.22: Percentage errors of predicted power output against measured power
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8.5.2 Unregulated Wind Turbine Model

Wind turbine performance data under realistic operating conditions was not available,
and the model was validated by its ability to represent performance curves obtained
from aturbine manufacturer. The results obtained from predicting power for wind
speeds between the cut-in and cutout points, compared with a manufacturer’s power
curve are illustrated in Figure 8.23. The agreement between predicted and actual results
indicates the suitability of using the normal distribution curve to describe performance.
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Figure 8.23: Predicted power output against actual power output
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8.5.3 Regulated Wind Turbine Model

Again measured performance data was not available and the regulated wind turbine
models were validated by their ability to reproduce the power curves supplied by
manufacturers. A cross-section of turbines varying in size from 150 kW to 1.0 MW
rated power output were employed in the validation. The resultsillustrated in Figure
8.24 indicate that good correlation between predicted and actual power output is
achieved. Figure 8.25 describes the errors obtained using the modelling technique
described. The errors are greatest during stage one calculations, which rely on the
prediction of Cp values. Asafirst approximation of performance characteristics, the
predictions are reasonably accurate with errorsin the range of + 15%. Given redlistic
fluctuations in wind speed, true performance becomes extremely difficult to predict and
the methodology presented is thought to be an efficient means to obtaining wind turbine

supply profiles, independent of size or particular design characteristics.
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Figure 8.24: Predicted and actual power curves for avariety of wind turbines
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Figure 8.25: Prediction errors for a variety of wind turbines

8.5.4 Ducted Wind Turbine Model

To validate the ducted wind turbine prediction methodology, 39 days of the field test
data was extracted and used as the input data for the derived model and to compare
predicted results with power outputs measured. The result isillustrated in Figure 8.26,
where good agreement between predicted and measured power outputs can be seen.
The correlation coefficient over the data set was calculated as 0.92. However, the
predicted results tend to be dlightly lower in magnitude than those measured, in certain
places. Some errors may be as aresult of experimental errors largely as a consequence
of time-averaged wind and turbine performance data, although the mgjority are likely to
be as aresult of inaccuracies in the predictive equations used. The data set used to
establish the influencing relationships between power output and wind characteristics
was relatively limited and the analysis of more extensive data is recommended.

Nevertheless, the greatest errors in predicting the performance of any wind energy
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conversion deviceis likely to be in the wind dataitself, which is difficult to measure
accurately. Thus, the results were considered to be satisfactory. It is stressed that
although good agreement has been achieved between predicted and actual performance,
this model can not claim to be generic and can be applied only to the device constructed
for the previously mentioned field trials.

Measured
Predicted

Power (W)

1 73 145 217 289 361 433 505 577 649 721 793 865 937
Time (hrs)

Figure 8.26: Comparison of measured and predicted power outputs of a ducted wind

turbine

8.5.5 Flat-plate collector model

The lack of comparative data meant the flat plate model could not validated as the other
models were. Test simulations were performed to ensure the results were conceivable.
Figure 8.27 illustrates the results obtained for simulations performed under ideal
collector operation (i.e. with a constant inlet temperature) with different cover systems.
Where no cover has been specified the peaks in power output under high solar isolation
conditions can be seen to be dlightly higher than for the collectors with covers. The
same trend can be seen when an additional second cover is added to a single cover
configuration. However, these peaks are not maintained for long without a cover
system, as the solar radiation absorbed is not stored within the cover. The effect of a
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cover system can therefor be seen to increase the length of time over which thermal

gains can be accumulated.

70
93
116 139

Time (hrs) 162

@ O-covers
m 1 cover
m 2 covers

2 covers

1 cover

0-covers

Figure 8.27: Comparison of performance of three different cover systems.

The performance of a single tank with auxiliary heating will be more efficient than a

two-tank system, where one tank is kept at 65°C, as heat losses to the environment are

increased in the latter. A simple test performed on the validity of the model

demonstrated thisto be true. Additionally if both systems were configured with perfect

insulation, their performance was seen to be the same, as would be expected.

Figure 8.28 illustrates the results obtained for afour-day period of a collector system

with a perfectly insulated storage under three different loading scenarios. The loads

used were modelled as continuous hot water requirements, of increasing magnitudes.

All other parameters, including the initial conditions within the tank were set to be the

same for each system. At the start of the simulation the performance of each system

can be seen to be the same, with the rate of solar gain collection increasing with solar

irradiance. However, with the lowest demand case the heat removal from thetank is
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slow and the resultant collector inlet temperatures begin to limit the solar gains. The
pump control was specified not to circulate water unless the outlet temperature was a
minimum of 1°C higher than the inlet. When the fluid is not being circulated, none of
the solar energy transferred to the collector is removed, resulting in periods of no gain.
On day one, atemporal shift in operation cyclesis evident, as the highest demand case
is able to remove heat from the tank more rapidly; it is able to resume operation more
quickly than the other systems. By the second day, the lowest demand case can not
attain the required 1°C temperature difference until late in the day, as the tank
temperatures are too high.

2.5
2 |
g
& 15 —d=2.762
c
.g ' ——d=0.324
8 14 ’ 0d=0.019
[e]
”’ |
0.5 |
Al
0 —J I -l- — U UL -—L L SIS LAL
0 12 24 36 48 60 72 84 96
Time (hours)

Figure 8.28: Performance of a perfectly insulated storage tank under varied load
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8.5.6 Other Models

The battery and generator models described were validated through a series of manual
calculations to verify performance under constant demand conditions and in the case of
the battery constant supply.

The simulated and cal culated results were the same indicating that the implementation
of the model is correct. However, results require to be compared with measured data to
validate the modelling philosophy adopted.

The application of tariffs was validated by applying a known tariff to a residential
profile of known consumption (from billing information) and comparing the total cost
with that of the electricity bill.

8.5.7 Search Engine

The search engine was validated by importing a fictitious profile both as a demand and
as a supply together with a number of other profiles and the best match was found to be
that of the two identical profiles.

8.6 Summary

The hypotheses presented throughout this work have been used as the basis of a
software package designed to evaluate the degree of match between supply and demand
profiles. The package has been described from the users perspective where the primary
objective was ease of use and from the software perspective where the goal was to
minimise memory requirements, promote the speed of calculations and enable future
development on atask sharing basis. Various aspects of the software implementation
have been validated and some of its current and potential applications discussed.
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Chapter 9: The Application of MERIT

The final focus of this work was to test the robustness and applicability of MERIT. Two
case studies are presented which use the tool to perform supply and demand match
analyses. Thefirst caseillustrates a detailed investigation of asingle building. The
second employs MERIT in the analysis of a community-scale project. These case
studies have been selected to illustrate MERIT’ s wide ranging applicability: the tool can
provide decision support irrespective of the scale and the level of uncertainty involved
inaproject. It can be applied both where supply strategies are technically constrained,
and where high levels of uncertainty apply.

9.1 The Lighthouse Building

The Lighthouse building in Glasgow, designed by Charles Rennie Mackintosh, was
refurbished to celebrate Glasgow’ s selection as UK City of Architecture and Design
1999. The refurbishment presented a unigue opportunity to demonstrate the urban
deployment of small-scale renewable energy systems. A portion of the building, the
viewing gallery, was the focus of a simulation exercise to identify those passive and
active technologies that could be usefully deployed. A description of the design
methodology, utilising the MERIT system is presented.
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Figure 9.1: The lighthouse building in Glasgow.
9.1.1 Demand scenarios

Three demand scenarios, relating to the building’ s lighting, small power and
space/water heating systems, were considered: a base case corresponding to typical
installed capacities; a reduced case corresponding to good practice energy efficiency;
and an aggressive case which corresponds to an intense energy reduction strategy.

Lighting

The lighting capacity for the viewing gallery was 25 W/m?, with an areaof 34 m®. Asa
result, the base case lighting demand was considered to be 850W, between the hours of
8am and 9pm, irrespective of season or day type. The profile generator module of
MERIT was subsequently employed to generate the reduced case, assuming daylight
control is applied to 75% of the lighting capacity. The annual consumption of the
reduced profile was halved to represent the aggressive lighting reduction case, and is

synonymous with the use of energy efficient luminaires.
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Small Power

The small power demands for the portion of the building were considered to include the
limited use of electrical appliances. For example, vacuum cleaning, the use of
projection equipment, refreshment machines, refrigeration and security lighting. A
single small power profile was generated by using a variable profile above a base load
and used to represent continuous loads such as refrigeration and security lighting. The

annua consumption was considered to be 930kWh, with a peak demand of 300W.

Space Heating

The maximum capacity of the space heating system was 5kW. This maximum was
applied during the winter period between 8am and 2pm, with a considerably reduced
top-up heating period employed until closing time. Additionally, the top-up space
heating was assumed to increase towards the later part of the evening. The transitional
base case profile was considered to contain a maximum heating load in the morning for
two hours. The summer period was defined without the use of heating plant. These
three profiles, used to represent days within the various seasons, were subsequently
employed to interpolate intermittent periods, resulting in an annual consumption of
3950kWh. A 20% reduction was applied to the base case annual consumption to
generate a reduced case scenario, and a 50% reduction was applied to give the
aggressively reduced heating profile.

Water Heating

The hot water demand profile was generated for two types of sanitary fittings, firstly the
standard tap and secondly the spray-tap. Spray tap sanitary fittings reduce the flow rate
of standard tap fittings and therefore the daily demand, by one third (C.I1.B.S. Guide,
Section B5), (BS CP 310). With arecommended hot water end use temperature of
45°C (McLaughlin, 1981) together with a hot water supply temperature of 65°C and a
cold water supply temperature 10°C, the hot water demand was determined by using
two thirds of an estimated maximum daily hot water demand per person. The

maximum daily demand per person for an office type building is likely to be 15 litres
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(C.I1.B.S. Guide, Section B5), but as this figure is based on atypical eight hour working
day, it was used to evaluate a person-hour equivalent. Assuming the viewing gallery to
have around 30 visitorsin atypical day, each with a stay of 30 minutes, gives
approximately 2 office person hours. Based on the tap flow rate fitting, the daily hot
water demand was estimated to be around 13860 kJ (mCpDT), and this was used in the
base case scenario. The reduced consumption figure (4620 kJ) was applied to both the
reduced and aggressively reduced demand scenarios. The consumption figures were
used in the profile generator of MERIT, together with a variable profile representing hot
water requirements, between the hours of 7.00am for cleaning purposes, and 9.00pm at
closing. The annual profiles were provided a high variability factor, as the hot water
demand of the site was likely to be irregular.

9.1.2 Supply Options

The lighthouse building is category A listed and situated in the city centre, which
introduces a number of planning restrictions limiting the possibilities for deploying RE
technologies. The roof area and south facing fagade were identified as potential
deployment areas, with a further restriction that only the south and west facing
exposures of the roof area could incorporate visua alterations. Further planning
restrictions required that the rotors of any wind turbines deployed needed to be
concealed from public view. Consequently eliminating the use of conventional wind
turbines. A number of supply technologies were investigated using a series of matching
analyses as described in the proceeding sections.

Matching Strategy

The matching strategy was undertaken in three phases. The first involved an elimination
procedure to enable the more focused second phase of the study. The second phase was
concerned with optimising the supply options. The final phase required a detailed

analysis of the performance of favoured supply technologies in conjunction with energy
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storage. Each phase is described to illustrate the levels of decision support provided by

the tool.

Phase 1: Considering the Options

Theinitia demand supply matching approach involved specifying a number of

technically feasible supply technologies and utilising the search engine of MERIT to

find the best matches for each of the three demand scenarios. The supply technologies

chosen were physically constrained to the available deployment areas at the site. The

following technol ogies were considered:

a)

b)

d)

f)

A vertical photovoltaic component comprising nine 85W monocrystalline panels
operating in hybrid mode to provide both an electrical and thermal output. Inthis
mode of operation the electrical performance of the PV isimproved.

A second hybrid fagcade, the same as (a) but comprising 18~ 85 W monocrystalline
panels (utilising the entire available south facing wall area).

Four 85 W monocrystalline panels operating in conjunction with double-axis solar
tracking devices to maximise their output. The number of PV trackers employed
were constrained to enable PV rotation, without creating shading for neighbouring
panels.

A PV concentrator tile system horizontally mounted on the roof with a peak
capacity of 1182W.

A hybrid system consisting of four west facing ducted wind turbines, with a PV
panel incorporated into the aerofoil section of each wind generator. A system such
as this has two advantages over deploying one or the other technology. Firstly, the
device s power density isincreased, and secondly the turbulent air leaving the
turbine cools the panels, enabling them to operate at higher efficiencies. The PV
components were specified at tilt angles of 40° to the horizontal to maximise solar
capture in the transitional and summer seasons.

As (e) but south facing. The south facing roof edge is shorter than the west an only
enabled 3 wind-PV hybrid component to be specified.
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g) Four west facing ducted wind turbines (no PV component).
h) Three south facing ducted wind turbines (no PV component).

i) Two flat plate collectors roof mounted at 40 degrees.

Therma and Electrical Analysis

The best match search option was used in conjunction with the best result per demand,
with the search carried out for four seasonal typical week periods. The results indicated
that in the base case demand the best electrical match was achieved utilising supply
options (b) through (h) giving an inequality index of 0.33. The supply technologies
suggested for the reduced scenario were options (c), (e) and (f), with inequality indexes
of 0.39. The aggressively reduced demand was best matched to the supply options (a),
(f) and (g), with inequality indexes of 0.35. Examination of the above results indicates
that the best match index was obtained for the base case demand. However, each of the
individual supply technologies were sized according to maximum deployment aress,
and although the fagade could be used in conjunction with some of the technologies
envisaged for the roof space, it is technically impossible to deploy them all. Assuming
there were no sizing limitations, the economics of this supply and demand match would
still be comparatively unfavourable. The supply options for the reduced demand were
economically more favourable, but again there is competition for roof space and the
selected technologies are al purely electrical components, with none capable of
offsetting the thermal demand. In the case of aggressive demand reduction the
inequality index is only marginally larger than that for the base case but with the
selected technologies capable of being deployed together. Additionally, the facade
component will generate warm air, which can be used to off set the thermal demand.
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Hot Water Analysis

The solar water heating system was configured with 2 collectors, a 30Itr hot water tank,
and an auxiliary flow line heater. A two-tank system would not be required due to the
low flow rates associated with this type of site. Preliminary simulation for both tap and
Spray tap scenarios are considered for four typical seasonal weeks, and described in
Figures 9.2, and 9.3, respectively. Both demand scenarios are observed as relatively
uniform, and the supply profile exhibits seasonal variation as expected. The heat
recovered from the system can be seen to be greater with the larger draw off (i.e. tap
installation).

A comparison between Figures 9.2 and 9.3 illustrates that by increasing the hot water
draw off from the collector tank, the supply potential, over the four seasonal weeks, is
increased by 50% due to the resultant decrease in collector inlet temperature. The
auxiliary heater is required to provide 56% of the overall demand, with the solar
collector providing the residual, 44%. 4.8kWh of the supply gained over the four-week
period being lost to the environment. In the case of a spray tap installation, the reduced
supply potentia is able to meet 71% of the demand, with the residual 29% being met by
the auxiliary heater. Increased losses to the environment of 8.4kWh are as aresult of
increased storage temperatures. Although considerable portions of the hot water
demand could be realised through the deployment of a solar water heating system, the
nature of the site rendered this option unfavourable. The study focuses on part of the
building only, athough the hot water supply network has been designed for the entire
building. The retrofit required was not deemed an economic option, given that the
demand predicted could be highly variable, with long periods of no draw off possible,
adversely affecting system performance.
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Figure 9.2: Hot water demand with standard tap fittings and flat plate collector supply
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Figure 9.3: Hot water demand with standard tap fittings and flat plate collector supply

Phase 2: Renewable Energy Optimisation

Phase 1 of the lighthouse study demonstrated that high power demands were not
conducive to renewable deployment constrained by energy capture areas. It was
therefore concluded that demand required to be minimised prior to evaluating optimal
supply technologies. Phase 2 of the study was consequently focused on the
aggressively reduced demand scenario. To avoid problems of competing deployment
areas, a second search was performed, by coupling possible technologies together. The
two fagade areas were selected in combination with the solar tracking PV's, the
concentrator tiles, and the ducted wind turbine and PV spoiler systems. The inequality
indexes for each technology sets, over a complete year, are provided in Figure 9.4.
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Inequality

765W fagade (thermal)

1530W facade (thermal)

1530W fagade + trackers

|

1530W fagade + wind-PV system

1530W fagade + concentrators

1530w tgace ctcuic) |

765W facade + trackers

765W facade + wind-PV system

765W facade + concentrators

765W facade (electrical)

0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7

Figure 9.4: Inequality metrics obtained for a variety of RE combinations deployed with
the aggressively reduced demand scenario

From Figure 9.4 it may be observed that the thermal matches in both fagade sizes are
poor. Thisisto be expected as the summer thermal demand is zero, and corresponds to
the maximum supply period. The larger facade area gives amarginally better result, due
to itsincreased capability in meeting winter demands. The match results are shown in
Figures 9.5 and 9.6 for the 1530W and 765W facades, respectively. The unused energy
in the summer is significantly more in the larger fagade, wheresas the difference in
winter deficit is small, also more energy is lost during transitional periods. Figure 9.4
shows that on the electrical side the best match of the specified technologiesis achieved
using the smaller facade together with the full set of ducted wind turbines. A further
annual search was conducted to examine the results obtained for the smaller PV facade,
together with the PV-ducted technologies, and with the ducted wind turbines without
the additional PV components, as these were proposed in theinitia investigative search.
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The results from this second search indicated that the west facing turbines should be
employed without PV and the south-facing turbine with PV. This combination of

technologies resulted in an inequality of 0.41, compared with the previous inequality of
0.42 for afull configuration of wind-PV systems. The difference between the two

results can be observed to be small, and consequentially neither of the configurations
are discounted at this stage.

Ei= Tacls H=p
. haich Fasulb:

Bledectid Deenanc 1o0h 08 Cemond 1 | _ 5w | INEQUAIRY  COTBINN  Eyomes GRS
foaresshe | Ewpy2 ) | 0| penct [RReE
SeectedSippy  PREE Charrard heladch Peainicy |
[T5T Hbrid P o Meich 310 I

Potaniel Metch Retireg with Improved Shoge
Selected Ausilians 3 ]'n'n'ilh mademie storage 6,11 |

| Auralbery Systam Faifoe mance
Auko S
Seerch Supak

P Tema

Supphyand Demend
Pomer (K] — Dermwrad

milery Peromence

DLRE R R RN E R AR b R RE RS bR
Wk

Figure 9.5: Thermal performance of a 1530W PV-hybrid component with Lighthouse
thermal demands
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Figure 9.6: Thermal performance of a 765W PV-hybrid component with Lighthouse

thermal demands

Phase 3: Auxiliary System Selection

The supply potential of the renewable systems investigated was not sufficient to
consider grid-export via a parallel connection to the public electricity supply network.
This option has the potential of selling excess production through the pool, at pool
prices, i.e. in competition with large-scale conventional generating plant. Additionally,
grid export requires compliance with numerous regulations (Engineering
Recommendations G59/1, 1990), (Engineering Recommendations G5/3, 1976) and the
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use of expensive power conditioning and inverter systems, to ensure the power quality
of the electricity supply network is not adversely affected. Two other options were
possible: either install a dedicated low voltage DC supply, or alternatively use an AC
supply, powered from a battery storage system via an appropriate power converter.

L osses associated with power conversion are avoided with the dedicated DC supply,
although a DC supply has the disadvantage of requiring specialised electrical
appliances. Employing a battery storage system together with an AC supply was the
favoured choice, as the storage system provided a means of regulating demand and
supply mismatch.

The final stage of this study therefore focused on sizing a battery storage system to
further improve match statistics and hence evaluate which of the two supply strategies
was optimal. Three sizes of battery bank were specified, with a charge control system
that would draw electricity from the grid in the event of reaching a discharged state of
80%. The battery banks considered were four series connected 12V batteries of 60Ah,
80Ah and 215Ah capacities. Given that the most likely time for battery recharging
would be the evening, the tariff selected provided a discounted rate for evenings and
weekends. Thisfinal analysisinvolved the comparison between four possible
renewable energy options, together with the three sizes of battery bank. The four
renewable technology possibilities all included the 765W PV hybrid component on the
south facade, together with the following roof space configurations:

4 west facing ducted wind turbines and 3 south facing ducted wind turbines

4 west facing ducted wind turbines and 3 south facing ducted wind turbines with PV

aerofoils

4 west facing ducted wind turbines with PV aerofoils and 3 south facing ducted

wind turbines 4 west facing ducted wind turbines with PV aerofoils and 3 south

facing ducted wind turbines with PV aerofoils

The results from an annual simulation, illustrating the inequality metric, excess
generation (not absorbed by the battery bank), and electricity cost, are presented in

258



Figure 9.7. The figure shows that by reducing installed capacity both the frequency,
and magnitude of excess generation are reduced, and the inequality metric isimproved.
However, the converseis that lower excess inevitably correlates to lower net generation,
and therefore increased deficit. Thistrend is further observed by the electricity cost
increase with areduction in installed capacity. The costsillustrated are electricity costs
only, neglecting the standing charge, and compare with an electricity cost of £123.81
for the site without renewable deployment. Aswould be expected the figure illustrates
that the greater the installed capacity, the greater the generation and the lower the
electricity cost associated with grid export. Additionally, it may be noted that
increasing the battery bank capacity, improves the inequality metric, and reduces the

excess wasted energy, without increasing the electricity cost to recharge the battery.

Figures 9.8 through 9.10 depict the performance of the highest deployment of RE, i.e. a
hybrid fagade with ducted wind turbines and integral PV aerofoils, over 4 seasonal days
with two different battery storage capacities. Figures 9.11 through 9.13 illustrate the
performance of the minimum RE casg, i.e. a hybrid fagade with ducted wind turbines.
Inspection of the figures indicates that the higher installed RE capacity system depends
less on the grid to recharge the battery than the lower RE case. Additionally, it may be
observed that although the cost of recharging a larger battery bank is higher than for a
reduced capacity battery, the frequency of recharging isless.
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Figure 9.10: Seasonal performance of lower capacity RE supply option with higher battery storage capacity
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Figure 9.12: Seasonal performance of higher capacity RE supply option with lower battery storage capacity
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Figure 9.13: Seasonal performance of higher capacity RE supply option with higher battery storage capacity
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9.1.3 Detailed Design Stage

The MERIT anaysisinvolved three matching phases. Theinitial phase demonstrated
that typical high power demands, are not conducive to renewable energy deployment
where capture areas are limited, as is often the case with urban-type buildings. Thus for
renewables to make a notable contribution, there is a necessity to reduce demands by
adopting both energy efficient technologies and energy management measures. Having
assumed alow demand scenario, the second phase examined the possible combinations
of RE technologies best suited to the lighthouse buildings demands. This phase
involved an analysis of electrical, thermal and hot water demands. Aninitial analysis of
hot water consumption, and supply through a solar water pre-heat system was
performed. The results indicated that, the performance of aflat-plate collector is
compromised without regular hot water draw-off from the storage tank. Asthe
requirement for hot water could be extremely variable at this site, a solar water heating
system was not justified. A thermal analysis was undertaken involving two PV-hybrid
facades and illustrated that although a larger fagade was better equipped to meet winder
space heating requirements, there was an extreme over production of thermal energy in
the summer. The electrical analysis performed coupled the two hybrid facades together
with possible roof deployed technologies, and the results illustrated that a better match
was achieved when dissimilar technologies were coupled. Deploying single-source
technol ogies together resulted in unbalanced periods of excessive generation and no
generation at all. The third phase was therefore focused on the performance of a
mixture of wind and solar technologies, and the effects of different capacities of battery
storage. The results from the final phase found that by increasing the renewable energy
supply, the grid electricity costs could be reduced, however this also increased the
energy wastage. Increasing battery capacity reduced the wasted energy component, as
well as grid electricity costs, and the battery cycling.

Having identified suitable technologies for the site, a detailed design stage was required
to evaluate means of achieving the reduced demand scenario, and to determine the
impact of the renewable technologies, particularly the hybrid facade, on internal
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environmental conditions such as therma comfort. MERIT is not capable of assessing
the various passive technologies required to realise the required energy reductions, and
this appraisal was subsequently carried out using the integrated building simulation
approach (Clarke et a., 1996), employing the ESP-r system (Clarke, 1985). The
methodology adopted in this appraisal are reported elsewhere (Clarke et al., 2000) and
the results showed that the buildings demands could be reduced from a simulated base
case demand of 220 kWh/m?yr to 70 kWh/mPyr, a 68% reduction. Thiswas achieved
through the deployment of advanced glazing systems, energy efficient lighting with
daylight control, transparently insulated walls and an occupant responsive convective
heating control system. The final technologies selected comprised the ducted wind
turbines with PV aerofoils and PV hybrid facade.

9.1.4 Conclusions

Following the detailed design stage, the lighthouse viewing-gallery was retrofitted with
the various passive and active technologies identified. The building has been
instrumented to monitor climatic conditions, energy consumption, supply system
performance, internal environmental conditions and electrical power quality. The final
stage of this project will be to test the robustness of the modelling approach through a
comparison of simulated predictions and monitored performance.
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9.2 Energy Investigation on Community Scale: Dalmarnock Urban
Business Park

Glasgow City Council (GCC) is currently initiating an urban regeneration project in the
Dalmarnock area, and wish to investigate the deployment of renewable energy and
combined heat and power technologies. Asthis project isin the initial investigative
stage, it provides an excellent opportunity for the use of a decision support simulation
based design approach in the identification of an aternative energy supply strategy.
The council provided data pertaining to building type, and floor area as detailed in
Figure 9.10. These data have been used to generate demand profiles to enable MERIT
to evaluate a suitable strategy in which to incorporate both renewabl e technologies and
CHP.

9.2.1 Demand Scenario

As none of the buildings currently exist, the required demand profiles have to be
generated using appropriate techniques. The previous case study illustrated that a lowest
case demand scenario is best suited to renewabl e integration, and the presented building
demands were based on the assumption of the buildings complying with good energy
efficiency standards, as recommended by the Best Practice Guides (Energy Efficiency
Office, 1996). The demands forecast are building demands only, and neglect any
industrial process energy requirements. Using the Best Practice Guides for this class of
buildings, the consumption figures were estimated from the building type, and floor
areadata. Five building types were considered and comprised residential, office, light
industrial/commercial, general industrial, and sports/recreational.

Annual Energy Consumption

The residential sector was assigned demands adapted from Ref (Energy Efficiency
Office, 1996¢), and included energy efficiency savings of 40% on typical thermal
demands, and 20% on electrical, with energy demands for cooking neglected. The
office component, which may for example include a call centre, was allocated
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consumption data based on the definition for a factory-office building (Energy
Efficiency Office, 1996a). Thistype of building is defined as a modern office-like
space with little differentiation working and storage areas. Such buildings are
characterised by clear interna heights of 4m, often with lower suspended ceilings in
office parts, double glazed perimeter windows, ducted warm air heating to 20°C,
lighting typically to 500 lux, and some local mechanical ventilation. The usage pattern
is based on flexi-time operation, typically with 10 working hours, and 2 cleaning hours

per day.

Thelight industrial, and research and development sites were assigned demands derived
from the definition of light manufacturing buildings (Energy Efficiency Office, 1996a).
These include light engineering and electronic equipment assembly. Such industrial
units include areas for office, storage, and dispatch. The buildings typically have 5m
clear internal height, use warm air or radiant heater unitsto 18°C, and are largely
naturally ventilated with occasional local mechanical extraction. Lighting is generally to
300 flux with an average of 10% roof lights. Occupation patterns are based on 1.5
working shifts.

The general industrial sites were assigned demands based on the definition of general
manufacturing buildings (Energy Efficiency Office, 1996a). The definition
incorporates plastics manufacture, large scale printing, heavy engineering and food
processing. Such sites may include mezzanine areas in places, and generaly provide
8m clearances to accommodate tall equipment, gantry cranes and local storage racking.
They are heated by warm air, radiant or steam hesating to 16°C, with ridge or
mechanical ventilation to areas of high process heat gain, and illuminated to 200 lux.
The demands are based on two-shift operation.

The sports facility demand was based on the demands given for a sports facility without

apool offering some wet facilities (e.g. steam rooms, saunas and whirlpools), and based
on 4800 hours of use (Energy Efficiency Office, 1996b).
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A summary of the demand consumption figures used in this study is given in Table 9.1.
Also provided is the electrical load profiles assigned to each category of building.
Figures 9.11 and 9.12 describe a breakdown of the total thermal and electrical demands

by sector.
Table 9.1: Summary of demand data derivation

Building Type Floor | Units | Thermad Electrical Electrical Profile DF

Area Demand per | Demand per

(m?) Unit Unit

(kWhlyear) | (kWhlyear)

Residential 3 Bed 150 41 29550 2113 Domestic Rate 1 2
Residential /2Bed | 120 123 13133 1690 Domestic Rate 1 3
Offices A 3000 |4 300000 165000 LIT Office 3
OfficesB 1700 | 4 170000 93500 Load Factor 30-40% | 4
Light Industry 675 16 60750 20925 Non Domestic Rate1 | 4
R&D 3000 |3 270000 93000 Load Factor 20-30% | 2
Gl -A 2750 |1 343750 137500 Load Factor >40% 0
Gl -B 2250 |1 281250 112500 Load Factor 30-40% | O
Gl-C 2850 |1 356250 142500 Load Factor 20-30% | O
Gl-D 1500 |1 187500 75000 Non Domestic Rate 1 | O
Gl-E 2000 |1 250000 100000 Load Factor 0-20% 0
Gl -F 2300 |1 287500 115000 Load Factor 20-30% | O
Sports & Rec 500 1 97150 47850 LIT Hotel Profile 0
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Figure 9.15: Estimated thermal demand for site
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Figure 9.16: Estimated electrical demand for site




Load Profile Derivation

The annual consumption figures for each of the building sectors was used to scale
appropriate profiled data. The profiles were derived using the profile designer module
of MERIT using the procedure detailed below.

Electrical Demand Profiles

Electricity demand profiles for the UK are defined by the Electricity Association Load
Research Group (Alleraand Horsburgh, 1998) for five seasons (winter, spring, summer,
high summer, autumn, and winter) and 3 day types (weekdays, Saturdays and Sundays).
The seasons are defined by the following dates:

Winter: 10" - 16" January

Spring: 17" - 23 May

Summer: 14" - 20" June

High summer: 9" - 15" August

Autumn: 27" September - 3™ October

Table 9.1, describes the profile classes used on each of the building units. Two
additional non-UK profiles, obtained from the Lund Institute of Technology (Noren,
1997) were dso used. Thefirst for one of the office buildings and the second for the
sports centre, which was adapted from the profile defined for a hotel building. The LIT
profiles are also defined for weekday and weekend day types with the profiles are
characterised by average ambient temperatures as opposed to specific dates. UK
climate data was therefore used to evaluate the average daily temperatures, and assign
profiles accordingly.

Having defined sets of profiles for specific periods, profiles for the periods in between
were developed using interpolation. The annual profiles were subsequently modified to
include varying degrees (up to 10%) of random fluctuations, to more accurately portray
the unpredictability of energy consumption.
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Residential profiles were derived from the UK Domestic Rate 1 profile, which describe
domestic properties with non-electrical heating. Non-domestic UK profile classes are
defined by average load factors as opposed to building function. Asthe load factors for
the Dalmarnock sites were unknown, an analysis of different profile types was required
to enable appropriate profiles to be assigned. Average load factors for arange of
profiles taken from the Pacific Gas & Electric Profiles (Pacific Gas and Electric, 1998),
together with the LIT and UK profiles were calculated, and are shown in Figure 9.13.
Thisfigure illustrates that the load profile classes for all UK non-domestic profiles span
alarge range of load factors between differing commercial and industrial sites. The
average load factors calculated were used to assign profiles to the different building
categories. For example, one of the office sites was assigned the profile for load factors
30-40%, as the average load factor for this profile class was closest to the LIT office
profile. The other office site was assigned the LIT office profile. Thelight and general
industrial units proposed for the Dalmarnock project were assigned a mixture of the
non-domestic profiles to obtain a good cross section of demand profiles scenarios.
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Figure 9.17: Average load factors for a range of non-domestic profiles

Therma Demand Profiles

Typical thermal demand profiles are currently not available, and the option of obtaining
aprofile through ssimulation is inhibited, as the building designs are as yet unknown.
Consequently, thermal profiles for each of the building types were derived by
estimating occupancy hours, and assigning appropriate heating loads. These heating
loads were correlated with ambient temperatures from the UK climate data. Hot water
demands were included in the thermal profiles as variability over occupancy hours. The
resulting profiles were subsequently scaled to provide the estimated annual

consumption figures for each building type.
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Resultant Seasonal Demand Profiles

Figures 9.14 through 9.18 describe the thermal and electrical demand profiles for each
of the building sectors, with Figure 9.19 describing the total consumption profiles for
the proposed development. The profiles indicate typical demands for summer,
transitional and winter weeks. Thermal demands are characterised by significant
reductions during the summer period, as space heating requirements become negligible,

and electrical demands are seen to fluctuate with building occupancy.

Residential Thermal Residential Electrical
1000 70

Slid gl M' -
J& MR
= PRI YT TR
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Figure 9.18: Typical seasonal residential demands
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Figure 9.19: Typical seasonal office demands
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Figure 9.20: Typical seasonal sports facility demands
—— Light Industrial Thermal ——Light Industrial Electrical
1000 180
+ 160
800 + 1 140
600 + 120
i + 100
E + 80
400 + 1 60
200 J - 40
+ 20
O LI L L L L L L L L L L L L L AL L O

Spring Summer Winter

Figure 9.21: Typical seasonal light industrial demands
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Figure 9.22: Typical seasonal genera industrial demands
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Figure 9.23: Typical seasonal total demands

9.2.2 Supply Scenario

Figures 9.24 and 9.25 illustrate the progressive addition of supply profiles to the

thermal demands for typical weeksin al four seasons. Figures 9.26 through 9.28 detall
the electrical matches obtained over the incremental addition of RE supplies. The

supply profiles were selected through the method described below.
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Ideally, the supply technologies should be designed to meet both electrical and thermal
demands. As Glasgow City Council expressed a particular interest in CHP, the diesel
generator model was modified to include a heat to power ratio of 1.8:1, which indicates
heat exchangers are used to extract thermal energy losses from both engine coolant and
exhaust system. Additionally, asthe life expectancy of CHP is decreased by cyclic
operation, the generator was assumed to run continuously to meet base load
reguirements, with down time for maintenance neglected. Inspection of Figure 9.20
shows that the electrical base load is in the region of 200 kW, and the thermal load
around 1.4 MW. Utilising the auto sizing function of MERIT, the optimised
performance in satisfying both thermal and electrical 1oads was achieved using a 325
kW diesel generator, adapted to recover heat loss. Having approximately satisfied the
base |oads, with an inequality index of 0.647, the next stage in the analysis was to
attempt to meet some of the daily variations that are observed in the thermal profilesto
improve the match between supply and demand.

As this project is currently in the conceptual phase, and the hot water demand is
difficult to forecast, the sizing of individual hot water storage tanks and the prediction
of draw-off was not considered to be appropriate. However to obtain an indication of
thermal energy gains that can be achieved through the deployment of flat plate
collectors, they were modelled assuming a constant inlet temperature of 10°C. Thetilt
angle optimiser in MERIT was used to determine the angle of tilt resulting in maximum
supply over the year, which was found to be 35°. Having configured the collector
model accordingly, the auto-sizing utility was again used to determine the optimal
number of collectors required as 600. The inequality index of the thermal match is
reduced to 0.498, and is a significant improvement to that of CHP deployment alone.
The match is not ideal, however: given the level of uncertainty in the demand profiles, it
was considered to be satisfactory. Furthermore, the use of any additional solar thermal
technology would only increase the excess supply in the summer weeks, without
improving the performance in winter weeks significantly.
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The Dalmarnock electrical demands met by the CHP system aloneisillustrated in
Figure 9.26, with an inequality index of 0.34. This match isimproved to 0.305 through
the deployment of PV, as can be seen in Figure 9.27. The PV modules were optimally
positioned at atilt angle of 35 degrees facing south, with auto-sizing indicating the
number of panels required to be 800.

The mgjority of the demand is met through the use of alarge wind turbine. An iterative
approach was used to determine the capacity of wind generator required, and identified
to be astall regulated turbine rated at 300 kW, at a hub height of 40m. Including this
wind system improved the inequality index to 0.226. Figure 9.28 illustrates the
combined RE technol ogies matched to the demand, some serious excess supply periods
can be seen to exist athough the profiles are largely well matched. These excess
supplies may well be used by industrial process energies, which have not been
considered in this analysis. Alternatively the generation of hydrogen could be
considered which, could be used to meet some of the winter thermal demands. Again
the level of uncertainty involved at this stage of the project implies that any further
attempts to improve the match between supply and demand becomes meaningless.
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Figure 9.27: Dalmarnock electrical demands met by CHP and PV

284




Match and Dispatch

Eile

Selected Demand |201?D4

Tools Help

Demand 1

|1,2,3.

45 Dermand 2

Selected Supply |23?305

Dernand 3

|4,1,3

Demand 4

Selected Auxilliany IU

Auto Size
Search Supply

>

Real

|Supphy and Demand

!Residual Foneeer

— hdatch Results

Ineguality Carrelation  Eyrecs |591 853
| 02z | | nez | Deficit [23431.2
Current Match Rating

IGDDd Match 7410 |

Potential Match Rating with [mproved Storage
IWith moderate storage 10410

— Auxilliany System Pedormance

|puxilliary Performance

S60.2
S22 8
4835

T34
936 1
2987
261 .4
2241
1867
148 4
2.0
4T
T3
on

=48 1 |
4108 1|

Power (KW) __Demarnd

Supply

T T T T T T T T T T T T
0.0 20 40 6.0 2.010.012.014.016.018.020.022.024.0 26.028.0
Days

Power (KW)

3338
2887
2435
198 .4
193.2
084

620

T8
2734
-T2s
=176
-6z .8
-207.48
2331
-298.2
-343.3

Figure: 9.28: Dalmarnock electrical demands met by CHP, PV and wind turbine
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9.2.3 Conclusions

The analysis undertaken for the urban regeneration project provides an example of how
MERIT could be applied to alarge-scale project involving a variety of building types.
Furthermore, it has demonstrated that even when a high degree of uncertainty is
involved, the tool can be used to aid the focus of such a project, and to justify further
detailed analyses. The analysis demonstrated that a CHP generator could be sized
according to base loads, with additional thermal hot water demands being met by flat-
plate collector systems. Large wind turbines could subsequently be deployed to meet
substantive quantities of electrica demands, and PV deployment could further improve
the demand and supply match. Having identified a suitable supply strategy, further
work is recommended to undertake a detailed appraisal of building demands, to enable
the approach to be refined. As the buildings have not been constructed, an appraisal of
energy consumption through the use of building simulation is required. Such
simulation could furnish MERIT with detailed demand profiles required to undertake a
focused study, to determine component sizing and investigate storage scenarios.

9.3 Summary

MERIT has been applied to two case studies. The first case study provided an example
of how the tool could be used on a single building level, and the second demonstrated
itsuse at the larger scale. The tool has been designed to be scale independent, and the
case studies presented are in support of this having been achieved. Just as the tool can
be applied to asingle building or to a composite mixture of buildings, it could
conceivably be applied at the mirco-scale to investigate appliance power requirements
or at the macro-scale to aid national supply and demand studies. Furthermore, it has
been shown that decision making is supported from the initial identification of suitable
supply technologies and appropriate demand management requirements, through to
individual supply component sizing and positioning optimisation.
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Chapter 10: Conclusions and Recommendations

10.1 Review

The principa findings of the work presented can be summarised as follows:

There is a need to consider small-scale renewable energy technology deployment as a
means of supporting energy sustainability. These systems are ideally suited to building
integration, for which the applications are as vast. Embedding these generation
capacities within the distribution network could however adversely affect network
stability and power quality, as today’s electricity networks were not designed to support
embedded generation.

A methodology in which information technology can be utilized to ensure the market
penetration of RE technologies has been described. Within this information framework
the IT components have been shown to be largely in existence, with the exception of
energy matching facilities.

The criteriafor effective demand and supply matching are that energy is matched
quantitatively and temporally, to ensure RE generation coincides with periods of
demand and is significantly substantial to contribute in meeting the demand without
requiring grid export. The components required in matching are profiled descriptions of
demand and supply.

The primary means for obtaining demand profile data have been reviewed and can be
classified as measurement, load profiling and simulation. Measurement results in the
most accurate profiled data, at the expense of installing measuring equipment and the
time required in obtaining data. Load profiling is the inference of profiles for different
customer types. Although this method is fundamentally inaccurate compared with
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measurement, it is also significantly less expensive and the research has identified many
of the influential variables on demand patterns. Building simulation can be avery
accurate means of deriving load profiles and is not limited to the existing building
stock, thus enabling the prediction of load patterns for proposed developments. The
most significant disadvantage of this method is the specialist knowledge involved in
creating accurate building models.

It was concluded that each method could make a valuable contribution in a database
environment and the envisaged system was described as aggregated profiling.
Removing preferences for particular methods enables the scope of profile information
to be extended. The processes of augmentation and fragmentation, both of which
enable data sources to be combined, support aggregated profiling. Fragmentation
allows profiles to be decomposed into sub-profiles which, describe some individual
characteristic of aprofile. This can be applied to a single building, resulting in profiles
for individual end use technologies or for agrid supply point profile, resulting in
individual building type profiles. Augmentation is the inverse of fragmentation and is
simply the summation of sub-profiles. Thus allowing abuildings demand profile to be
created based on a number of end-use profiles or acommunity profile assembled from

the building type profiles which constitute the community.

RE supply profiles can also be obtained through measurement, however as the
performance of these technologies is source dependent measured datais highly site
specific. Moreover, much of the renewable potential is purely potential and can
therefor not be measured. For these reasons simulation is a preferential means of
obtaining the required data. Mathematical models were derived to predict supply
profiles for wind, PV and flat-plate systems. In an attempt to avoid the pitfall of
building simulation being limited to specialist knowledge, the fundamental objectivein
deriving these models was that the model inputs were based on primarily on
manufacturers data. Thiswould ensure that by providing the required data, no apriory
knowledge of technical performance was required. The basis of these input
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requirements meant that the model also had to be sufficiently generic to allow for the
differences in design of current technologies on the market.

The PV model developed is limited to mono and poly crystalline cells. The technique
accounts for temporal changesin solar geometry to calculate the angle of incidence of
solar radiation on the PV surface. Losses due to reflection are calculated based on a
typical layered PV construction. Panel temperatures are evaluated using an energy

bal ance technique, which accounts for the most significant heat transfer mechanisms.
An equivalent electric circuit is used to model the electrical characteristics of PV cells,
which resultsin a PV supply profile. The effect of an inverter isincluded through the
approximation of performance curves. The results from the model have been compared
with test data and have shown good agreement.

The wind turbine model was derived based on approximating characteristic
performance curves. Four wind turbine classes were defined to account for marked
differences in performance. These classes are based primarily on differences in power
regulation, which can be separated into unregulated, stall regulated and pitch regulated
turbines. Thefinal class of turbine defined was the ducted wind device, which is
distinctly different from other turbines, due to its directional sensitivity. Each of the
model s uses rel ationshi ps between wind speed and power output, established through
regression analysis of arange of turbines, to predict the supply profile for given wind
conditions. The wind models described account for surrounding surface roughness,

turbine height and variationsin air density.
The flat-plate collector model devel oped incorporates the Hottel and Whillier (Hottel
and Whillier, 1958) analysis of the collector together with energy balance techniques to

account for avariety of storage options.

Matching is the process of identifying supplies whose peaks are coincident with peak
consumption periods. Complementary matching ensures renewable supplies make a
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notable contribution in meeting a site’s consumption and simultaneously benefit the
supply network. Mathematical techniques suitable for quantifying the degree of match

considering both magnitude and phase between profiles have been identified.

Two search agorithms were devel oped to automate the process of match optimisation
between a number of supply and demand profiles. Thefirst is based on filtering the
match results for combinations of supply and demand profiles, to enable the evaluation
of the optimal combination. The second is based on spectral analysis, and utilises the
Fast Fourier Transform technique to identify coincident trends. The method correlates
the relative phases and magnitudes of dominant cycles within profiles. The searching
procedures developed can be used to identify either the best overall combination of
profiles, the best set of supplies for every individual demand defined or the best set of
demands for every individual supply.

Auxiliary supply systems were shown to have a significant impact on match results and
models for battery systems and back up generators were developed. Auxiliary system
performance is directly related to the residual profile between demand and supply,
which dictates when and how the system is operated. For this reason, the use of
measured auxiliary performance data can not be used in match analysis and
mathematical modelling is required. Again, the objectives for each of the models was
that input parameters could readily be obtained from manufacturers specifications.

The model for the prediction of lead-acid battery performance devel oped incorporates
three modes of battery operation, charge, discharge and self-discharge and accounts for
some of the effects of operating temperature and electrical configuration.

The diesel generator model assumes the engine operates at a fixed speed (determined

by generator characteristics) and power variations at this speed are achieved by varying

the torque on the engine. The maximum conditions of torque and power are obtained
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from engine performance charts and the model tracks fuel consumption for given
periods of operation.

The development of auxiliary models lead to evolution of a potential match metric
defined to indicate the potential match possible if an appropriately sized auxiliary
system isincorporated. This potential match index was shown to be useful in the
identification of supply and demand combinations, which had the potential to greatly
benefit from the incorporation of an auxiliary system.

A procedure for tariff analysis was demonstrated, which could be used to quantify the
savings resulting from RE deployment and for tariff negotiation. As avariety of tariff
structures exist, calculating the cost of electricity consumption, with respect to different
tariff options enables tariff optimisation, which could be used to enhance the value of an
RE system.

A matching tool was developed which encompassed the theories presented in this
thesis. Thetool as been designed to allow both large and small scale renewable systems
to beinvestigated. Large-scale systems can be matched to community demand profiles
and small-scale to individual demands. The matching process is significantly more
important in small-scale investigations, where exported renewable energy can be
detrimental to the grid stability and uneconomical for the exporter. Match analysis
provides the necessary information for decision makers to incorporate renewable energy
in the overall supply portfolio. The program has been targeted at decision-makers, as
the successful penetration of renewable technologies, lies with these people. The tool
has additional advantages in the fields of load profiling, demand forecasting and
demand side management. Where types of supply profiles are well matched to specific
demand types, residual profiles can provide further customer classes, in the anticipation
of wide spread RE technology deployment. Similarly, if the effects of RE deployment
on demands are predictable, demand forecasting will be smplified. Finally, the
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identification of technologies which best match certain demands could be very
beneficial in demand side management planning.

Essentially the program consists of three definition stages, the analysis conditions, demand
profiles and the supply and auxiliary system parameters used in simulating their performance.
Anaysis conditions, refers to the climatic conditions under which the technologies will be

investigated. Incorporated in thisis the period and temporal resolution of the investigation.

The ability to define demand profiles is provided through aggregated profiling.
Measured or simulated profiles can be imported to enable detailed analysis. Databases
of ‘standard profiles’, which consist of the profiles used in load profiling, provide the
means for conducting initial studies of profile types. A facility is provided through
which day-type profiled data can be used to create annual profiles through period
interpolation. Profiles can be augmented through simply selecting combinations of
profiles, enabling the large-scale type investigation.

Similar import facilities are provided in the supply profile specification, whereby
profiled data obtained either through measurement or through simulation can be
incorporated. The alternative isto ssimulate the performance of technologies, which are
defined by readily available manufacturers data. The models described for PV, wind
and flat-plate technologies are used in the ssimulation. Auxiliary system performanceis
dependent on the behaviour of both supply and demand and profiled data can therefore
not be imported. As with the supply specification, the information required in
simulating performance is based on manufacturers' data.

Having defined profiles of interest, the processes of match assessment and optimisation
can be initiated. Profiles can be combined manually, with match statistics and resultant
profiles documented. Alternatively, where several profiles have been defined an

automated search procedure can be used to find user defined criteria within
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combinations. Selection of auxiliary systems results in the simulation of their
performance and this as well as their effect on the net residual is documented. The
mathematical models developed for battery and generators are used in the simulations.
Through selecting a defined tariff, the cost of electricity supply is calculated relative to
the tariff selected.

Because of the notable effects of auxiliaries, a further search parameter is incorporated
which can evaluate a potential match. This metric is used to indicate the potential match
possible if an appropriately sized auxiliary system is incorporated.

MERIT was specifically designed to avoid the well documented problems of other
simulation programs of requiring specialist knowledge by basing all input parameters
on easily obtained manufacturers data and providing data bases for a range of
technologies. Its target audience encompasses awide range of users including
engineers, utilities, private power developers, renewable technology product suppliers,
energy consultants, energy managers, architects, researchers, community planners.

The implementation of MERIT was demonstrated via two case studies. The first illustrated its
use in single building decision support and the second demonstrated its applicability at the
community scale. The case studies verified the tools scal e-independence together with its
ability to support decision making from the conceptual stages of identifying suitable supply
technologies and appropriate demand management requirements, through to the detailed design

phase involving component sizing and positioning opti misation.
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10.2 Suggestions for Future work

The theories presented in this thesis and their realisation in the prototype software
program MERIT, has been an initiatory investigation into supply and demand matching.
Work which could further the capability of profile matching and expand on the
foundations of MERIT is discussed in the following paragraphs.

10.2.1 Aggregated Demand Profiling

The concept of aggregated profiling encompassed the pooling together of demand data
and was supported by augmentation and fragmentation. Augmentation is simply the
summing together of different profile types. However, acommunity profile may consist
of several domestic profiles and in reality no two profiles will ever be exact replications
of one another. It would be useful therefor to define a number of diversity factors,
which could be incorporated into augmentation. The diversity factors could include the
number of occupants or occupation patterns for example. Alternatively, diversity
factors could be incorporated to account for structural differences in residences such as
floor area, glazing area and levels of insulation. The basis of these diversity factors
should describe the relationships between certain loads and their driving variables. The
derivation of diversity factors and rules for their implementation would be a very useful
step towards replicating the reality of grid supply point profiles. The converse of
augmentation is fragmentation and has been introduced in this work as the process of
fragmenting a profile into its counterpart profiles. This abstraction would be useful in
breaking up certain profiles and putting together variations of profiles however, in order
for it to be useful rules for identifying the counterpart profiles are required. For
example, adomestic electricity profile consists of a number of appliance profiles,
lighting profiles and in some cases heating profiles. If rules were developed for the
identification of ‘profile signatures’, variations of the domestic profile could be
generated by modifying some or all of the counterparts and augmenting them. The

variations of counterpart profiles should account for differences in energy efficiency,
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which could encompass both a reduced magnitude in the demand or an alternative
control mechanism, which may ater the profile. Assuming counterpart profiles could
be identified the next step in demand specification could include the devel opment of
control algorithms which could ‘ decide’ when non-critical loads are switched in and
out. In the future non-critical loads may be operated by the ‘smart plug’, which could
prioritise loads according to supply capacity. The ability to replace certain loads with
more energy conscious variations would add a powerful capability to MERIT inits own
right, as users would gain a quantified understanding of the effects of energy efficient
technologies. Additionally by comparing demand profiles of varying degrees of energy
efficiency in combination with specific tariffs, resultant financial savings can be
realised.

MERIT has been designed to alow the study of both electrical and thermal profiles,
although the work covered in this thesis has primarily focused on the electrical.
Thermal profiles are highly building specific and are best obtained through simulation.
The inclusion of a software link to a powerful building simulation tool, such as ESP-r
containing a database of building types would be extremely useful in furthering thermal
matching. Each building type should allow significant parameters to be modified. For
example, abase profile could be obtained through the smulation of the basic building
type and variations of this profile could be obtained by the substitution of different
construction and/or glazing materials.

The provision of a comprehensive variety of demand profiles could result in the
increased complexity in specifying a matching investigation and therefore a
prioritisation method should be included. This prioritisation is envisaged to be
especially useful in the field of energy management where numerous building types
require attending. Prioritisation would process a number of specified profiles according
to their hierarchical rank, thereby informing the user of the profiles which would most
benefit from some form of ‘levelling’, whether through energy efficiency or through the

coupling with a supply technology.
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Finaly, just as the provision for thermal profile analysis has been included in MERIT,
so has the ability to examine reactive power profiles. Investigations into the nature of
reactive profiles of building types/appliances would provide a more holistic approach to
match analysis, whereby matching a RE supply with a demand could cover both real
and reactive profiles as well as the corresponding thermal side.

10.2.2 Supply Profile Simulation

To improve predictions from the PV model a number of additional factors could be
incorporated. Firstly, the current model does not account for the effects of shading or
dust on the panel surface, which may be useful to include. Additionally, the
surroundings will dictate the quantity of reflected radiation incident on a panel’s
surface, which could be incorporated through the definition of reflection coefficients for
different surrounding types. Cloud cover effects components of direct and diffuse
radiation and is thus accounted for to some extent. It may however be useful to include
atmospheric clearness indices (Brunger and Hooper, 1993), for further accuracy.

A weakness in the current model is that multiple module power output is calculated
through summation without accounting for the configuration of the modules.
Performance will be effected by the way modules are connected and the user should be
able to specify the number of modules connected in series/parallel.

The model is currently limited to the prediction of crystalline silicon modules, for it to
be truly generic further work is required to encompass the performance prediction of
amorphous silicon cells. The performance characteristics of amorphous are distinctly
different from crystalline in that they experience seasonal fluctuations in performance,
opposite to that of crystalline modules and initial light degradation effects (Ichikawa et
al., 1996). In order to include such effects some form of regression analysis performed
on experimental data may be useful. Modelling amorphous cells is thought to require
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the mathematical representation of a shunt resistor in parallel with the p-n junction, as
illustrated in the equivalent electrical circuit in Figure 5.6. Fry (Fry, 1998) describes a
method for determining the value of the shunt resistance, from the slope of the
characteristic IV curve, which is often available for amorphous modules.

Since the dc power provided by PV systemsis frequently inverted to ac, it is
recommended that the inverter model isimproved to more accurately predict its effects
on performance. Currently inverter performance is included through a characteristic
curve, however an approach based on an equivalent electrical circuit would certainly
approximate the reality better.

Thermophotovoltaic systems convert the radiant energy produced by fuel combustion
directly into electricity by the photovoltaic effect (Catalano, 1996). Since a model for
PV cell performance has been developed, this could be extended to incorporate
thermophotovoltaic systems, which are capable of converting the energy in the infrared
spectrum. Additional models would be required for the burner/emitter and for filter
systems, which are used to recycle unused radiation.

Solar concentrator devices too utilise the infrared spectral region to produce electricity
(Decher, 1997). The increased power-densities available with such systems require
smaller cell areas, which reduce costs. Models could be developed to predict the
concentrator optics and thermal effects and this could lead to further development of
thermal storage devices, which would give better control of natural solar sources.
Stirling engines can be coupled to concentrating solar collectors as another means of
power production (Diver, 2000) and the development of a mathematical model for
Stirling engines would be a useful addition to the supply model portfolio.

Another model for future incorporation would be that for afuel cell, which could be

used in conjunction with renewables technologies to generate hydrogen. Various
mathematical models for fuel cells have been sited in literature (Ahmed et al., 1991),
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(Bessette et al., 1995), (Amphlett et al., 1995), (Besset and Wepfer, 1995). The
difficulty with each of these methods is that they have been developed to predict the
performance of specific fuel cell configurations and are thus not generic in nature.
More generic approaches are described by Gardner (Gardner, 1997) and by Decher
(Decher, 1997). A model for electrolysers would be required to investigate the quantity
of hydrogen, which could be extracted from water during periods of excess renewable

production.

The ducted wind turbine model was developed using a limited data set, as the
performance data of these devicesis collated, the model should be refined. Asthe
equations governing performance are clarified, some ssimplifying assumptions could be
applied to avoid the use of numerous equations for different wind directions and wind
speed ranges. Thereafter, by replicating the performance test data, using the collated
wind data, the model could be validated. Validation of the models used for the other
classes of turbinesis required.

No corrections have been included for the non-availability of the wind turbine due to
repair and maintenance. This factor could be incorporated by the reduction of power
output by a user specified outage percentage, however in terms of correlating supply
and demand profiles this approach would not result in a realistic indication of match.
Alternatively, the user could specify the frequency and period of ‘down-time’, which
could be simulated accordingly.

A number of other renewable technologies are in various stages of development and
including their performance modelling would clearly expand the scope of the current
tool. Some of the technologies of interest include hydroelectric, wave, geothermal,

thermionic and thermoel ectric converters.
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10.2.3 Auxiliary Performance Simulation

The battery model requires validation through experimental methods. Morgan et al.
(Mogan et a., 1997) describe both dynamic and steady-state testing procedures for lead
acid batteries, which could be deployed for the validation of the model developed in this

work.

Where multiple generator sets are specified to meet aload, a control algorithm is
required to determine how the load is shared amongst the parallel generators. Liu et al.
(Liu et al., 1993) describe a methodology for modelling N generator sets by the

representation of an equivalent machine.

The back-up generator model should be extended to allow the specification of heat
recovery systems for the prediction of thermal performance in combined heat and power
systems. Kelly (Kelly, 1998) reported a methodology for the modelling of CHP units
using a control volume approach. The model is constructed from an engine and
generator unit, a cooling water heat exchanger and a gas-air heat exchanger. Energy
balances are used in each component to establish thermal characteristics. The heat
released from the combustion process is equated to the work done, together with the
heat transferred to the combustion cylinder walls and to the exhaust gases. The heat
transfer terms are subsequently used in determining the basic energy exchangesin the
heat exchangers. The difficulty with this approach is that it utilises empirical heat
transfer moduli, which need to be determined through an iterative calibration process
tuned to experimental test data. Experimental work could be used to find relations
between the moduli values and different CHP configurations to produce a generic
model.

The development of a generic approach for predicting the performance of heat

exchangers would facilitate the future development of further cogeneration models
where avariety of power producing components could be selected. Numerous
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technologies can be coupled with heat exchangers for cogeneration including the
different combined cycle technologies, fuel cells and geothermal applications.

The development of models for combined heat and power systems could subsequently
lead to the inclusion of an algorithm which optimises the CHP systems operational heat
to power ratio, for agiven set of thermal and electrical loads. Chou and Song (Cho and
Song, 1997) proposed a search algorithm, based on the foraging behaviour of antsto
solve economic dispatch of CHP systems. [f the implementation of such a search
technique proved successful it could be extended and used as an alternative search
strategy for optimising the match between profiles.

Control Algorithms

Hybrid energy systems comprising diesel generators, battery inverter systems and
renewable systems can configured in series, parallel or based on switched operation.
Series configurations feed the power produced by the generator and/or renewable
source through the battery inverter systems. Although such configurations are easily
implemented, they have the disadvantages of being inefficient and requiring a battery
capacity substantially larger than the peak load demand, which results in increased
expense. Paralel systems allow the generator and/or renewable to supply a portion of
the demand directly and charge the battery simultaneously enabling efficient load
management and system sizing. Switched systems use power from diesel and/or
renewable systems to meet the load during peak times, with any excess used to charge
the battery. During low consumption periods the battery system is used, provided the
switching device is not based on atime clock but on some for of load sensor,
optimisation in performance could again be achieved. The differences in operation
could be modelled using control algorithms, which would enable usersto gain an
understanding of the significance of configuration.
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10.2.4 Further Analysis Functionality

The development of MERIT has been a foundation from which a sophisticated
matching tool could be developed. A number of recommendations are made in the
following paragraphs, which would enhance its analysis capability and therefore

broaden its scope for future applications.

Economics

Decision-makers are largely lead by economics and this important factor is yet to be
incorporated into the software package. The only economic factor currently included in
MERIT isthe ability to specify and analyse the effects of different tariff structures on
consumption costs. It has been stated that it is economically favourable not to export
energy from embedded generation systemsto the grid (Markvart and Arnold, 1997).
There may of course be exceptions to thisrule, so for a thorough economic analysis, a
facility should be incorporated to enable the specification of a unit price for exported

electricity, similar to the tariff specification.

Each of the supply and auxiliary system specifications should incorporate a capital cost
figure, which would include system, installation and maintenance costs and ideally
account for life expectancy to enable life-cycle cost analysis. Using life cycle costing to
produce an additional chart displaying costs over time would enable the user to ‘see’ the
frequency of cash injection requirements. This chart could be presented together with
some accounting metrics such as payback or net present value. Economics fluctuate
and a database of costs could quickly become obsolete, it is therefore envisioned that
the economic facility would be linked by a software connection to relevant internet sites

whose prices are regularly updated.
In addition to capital cost, an economic analysis would need to entail some procedure to

account for the avoidance of grid extension/reinforcement costs and for the cost of

| osses due to transmission.
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Environmental Analysis

Environmental impact analysis has been neglected in thiswork. For athough
investigation, the various gas emissions involved in meeting a defined load should be
calculated. To do so, would require assumptions about the grid supply plant and the
transmission distances to account for the losses. This would require the specification of
grid parameters such as the base load plant type, i.e. whether it is made up of fossil-fuel
or nuclear fired plant, hydro, wind farms, gas turbines etc. and the transmission distance
from the demand site. Additional assumptions could be made regarding the supply mix
with respect to time. For example during low periods of consumption the grid supply is
made up of base load plant only and at peak consumption times a certain percentage of

the grid supply will come from other plant such as gas turbines.

Additionally some new metrics should be incorporated which define life-cycle
environmental damage of renewables, incorporating effects of manufacturing and

decommissioning.

By including environmental and economical facets, search procedure could be specified
accordingly, to find either the most economic topology of supply systems or the least
environmentally damaging.

Autosizing

Other facilities, which would enhance the power of MERIT, would be an autosize
option, whereby the specification of, for example a single PV module could be matched
to a demand and the optimal number of modules would be calculated. Clearly, the
autosizing function should also be available for auxiliary systems. With sizing
calculation procedures, the ability to search for potential matches could be refined to
return a specification of the optimal auxiliary system.
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Transport Analysis

MERIT could aso be taken a step further to incorporate transport supply and demand.
It has been stated that photovoltaics are well suited to light train/tram applications
which generally operate on dc current (Energie Edition, 2000) and could be used in
ships and boats where their integration onto exposed surfaces would be relatively
simple. Prototype Stirling engines and fuel cells are in various stages of development
for usesin transport including power for automotive, navel and space applications. The
investigation into a ‘ hydrogen economy’ would benefit from the inclusion of transport
analysis, as this would support the concept of hydrogen fuelling stations.

10.3 Perspective

A recent article in the Economist (Economist, 2000), described a future made up of
‘micro-grids’. The micro-grid network would consist of a varied portfolio of power
units, all connected via a“plug and play” microprocessor converter. The information
technology behind such a system would clearly be concerned with unit dispatch. In
keeping with this vision, areal-time version of MERIT could be monitoring the current
demand on the micro-grid and simultaneously switching in and out generators

according to optimised supply topology.

In addition to a software link to a building simulation program, an additional connection
to an energy management program such as the Entrack-GIS system (Clarke et a., 1996)
would be extremely powerful. Such a connection would facilitate a number of user
actions in both specifying demand and supply and would facilitate the extension of
analysis functionality. In specifying demand, the user is required to define the scaling
factor for the consumption pattern, with alink to an energy management program, the
user could opt to select atypical consumption figure, for a given building type, in a
given geographical region, supplied by the energy management system. In specifying
supply, there are practical limitations to the supply systems which can be specified
which are not accounted for by MERIT. If ageographical areais specified, the GIS
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system could supply information regarding the land value. A land value, incorporating
factors such as proximity to dwellings, bird population, scientific/archaeological interest
and air traffic/telecommunications could be used to effectively ‘ban’ certain
developments. This ‘ban’ would switch off the ability to specify certain supply systems
(e.0. large scale wind farms) and enable the user to proceed with aredlistic analysis,
without later finding that the optimised topology of supply could not be realised due to
planning restrictions. Furthermore, the link could facilitate the future specification of
grid supply metrics, as the GIS system could contain data relating to the geographical
supply system composition as well as estimating losses due to transmission.
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Appendix A: Domestic Energy Categorisation

Table A: U.S. Energy Categories for Domestic Energy Use

Category Sub-categories
Urban Status Urban Central Suburban | Rural
City
Climate Zone <2,000 |>7,000 |5,500- 4,000 - < > 2,000
CDD HDD 7,000 5,499 4,000 CDD &
HDD HDD HDD < 4,000
HDD
Total Number of | 1/ 2 3-5 6-8 >9
Rooms
Typeof Housing | Single- Detached | Attached | Mobile Multi- Multi-
Unit Family Home family family
2-4 > 4 Units
Units
Heated Floor <1,000 |1,000- 2,000 - > 3,000
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space (square 1,999 2,999
feet)
Ownership of Owned Rented Public Not Rent No Rent
Unit Housing | Public Subsidy | Subsidy
Housing
Y ear of 1939 or | 1940- 1950 - 1960 - 1970 - 1980 - 1985 - 1988 - 1991 -
Construction Before 1949 1959 1969 1979 1984 1987 1990 1993
Family Income <5,000 |5,000- 10,000- | 15,000- |20,000- | 25,000- |35,000- |50,000- |> 75,000
$) 9,999 14,999 19,999 24,999 34,999 49,999 74,999
Below Poverty 100 125 150
Line (%)
Eligible for Yes No
Federa
Assistance
Category Sub-categories
Age of <25 25-34 35-44 |45-59 |>59
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Householder

(Years)

Education of <13 13- 16 > 16
Householder

(Years)

Race of White Black Other
Householder

Householder of Yes No
Hispanic Descent

Household Size 1 2 3 4 5 >5
(Persons)

Source

Energy Information Administration/Household Energy Consumption and Expenditures 1993 Source: Energy
Information Administration, Office of Energy Markets and End Use, the 1993 Residential Energy Consumption
Survey. Consumption and Expenditures 1993, Detailed Tables, Energy End Uses Ranked by Energy Consumption,
1989 File Last Modified: November 24, 1997, URL : http://www.eia.doe.gov/emeu/recs/recs2c.html
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Appendix B1: Solar Geometry

Duffie and Beckman (Duffie and Beckman, 1974) describe the various aspects of solar
geometry. Figure B.1 illustrates a section of earth in conjunction with a number of
angles used to describe the position of the sun relative to a plane on the earth’ s surface.
The angle of incidence of beam radiation, g, is defined as the angle between the beam
and the normal to the plane. Thisangleis calculated using equation B.1.1, and
describes the portion of solar radiation incident on the panel surface. From Equation
B.1.1, the angle of incidence is shown to be dependent on number of other angles;
latitude; declination; tilt; azimuth, and the hour angle. The latitude is given asign
convention whereby the northern hemisphere is positive. The azimuth angle describes
the directional component of the plane, where surfaces facing due south are zero, west
facing surfaces are positive and east facing surfaces are negative.

normal
Horizontal
beam t
radiation
normal
beam
radiation
- f
(f Equator
I

Figure B.1: Section of earth illustrating the definitions for anglest, q, f, and (f - t) (Benford and Block,
1939)
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cos(q) = sir(d)>sir(f >cos(t) - sir(d)x:os(f )>sir(t)>cos(g)

(
+ cos(d)sin(f )ssin(t ) oos(g) cos(w) Equation B.1.1
(

Where d = angle of declination
f = latitude (north is positive)
t = angle of tilt (i.e. between the horizontal and the plane of the surface)
g = azimuth angle (due south is zero)

w = hour angle

The angle of declination, d, can be found from the Equation B.1.2 (Cooper, 1969)

d = 2345sire0A28+ ) Equation B.1.2
& 365
Where n = the day of the year

The hour angle, w, is described by Equation B.1.3 (Duffie and Beckman, 1974)

w = 180- 15% Equation B.1.3
Where t = time of day (hours)
The solar radiation incident on a surface comprises three components, direct, diffuse
and reflected.

These are derived using climatic data in conjunction with Equations B.1.4 - B.1.6.

The direct beam component on surface, Quirect 1S defined by:
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Q direct = Q prveos(q) Equation B.1.4

Where Qon = Direct normal solar intensity (W/m?)

q = Angle of incidence

The diffuse component on surface, Quitruse IS Calculated from (Lui and Jordan, 1963):

Equation B.1.5
Q diffuse = Q dxh%ﬁ(t) g
Where Qq = Diffuse solar radiation on the horizontal (W/m?)
t = Angle of tilt

The reflected component, Qreflected 1S Obtained using (Lui and Jordan, 1963):

1-
Q reflected = (Q direct + Q difuse) cozs(t)x Equation B.1.6
Where r = value of ground reflectance (no-snow condition r =0.2, for
snow r =0.7)
t = Angle of tilt
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Appendix B2: Optical Laws

Fresnel’ s relationship describes the reflection of non-polarised radiation at the interface
of two mediums (Duffie and Beckman, 1974).

2
flq - - .

+ - Equation B.2.1
nz(q 2+Q1) tanz(q 2+Q1) 1] d

Where r = reflection of non-polarised radiation
|, = Reflected radiation
lo = Incident radiation
g1 = Angle of Incidence

g2 = Angle of refraction

Snell’slaw governs the relationship between refracted angles and indices of refraction
of two mediums (Duffie and Beckman, 1974).

n_ stag Equation B.2.2
Ny m quation B.2.
Where n; = Refractive index of medium 1

n, = Refractive index of medium 2

Bouger’s law describes the absorption of radiation in a partially transparent medium
(Duffie and Beckman, 1974).
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t,=eKog oosla) Equation B.2.3

Where t o = Transmittance considering only absorption
K = Extinction coefficient
L = Path length of the radiation
t = thickness of layer
g = Angle of light transmitted into layer

References
1. Duffie, JA. and Beckman W. A., Solar Energy Thermal Processes, John Wiley &
Sons, New York, 1974
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Appendix B3: Surface and Environment Energy Exchanges

Developments in the field of solar collectors have determined a number of relationships
The radiant exchange with the sky is described by Equation B.3.1 (Rogers and Mayhew,
1998)

Quy = eAVPFs (Tsky4' T4) Equation B.3.1
Where Qs = Radiant Exchange with sky
e = Emissivity of glass
VF  =View Factor
s = Stefan-Boltzmann constant (5.669 x 10 W/m? K*)

Ta«y = Temperature of sky
T = Temperature of Panel

The view factor VF, depends on the angle of tilt, which dictates the portion of the sky
exposed to the module, and can be calculated from Equation B.3.2

VE = %4“ cos(t)) Equation B.3.2

Where t = Angle of Tilt

The sky temperature can be calculated from a variety of long-wave radiation
correlations. The more sophisticated of which account for the degree of cloud cover
and the height of clouds. However, as thisinformation is not contained within readily
available climate data, a simpler relation was used to evaluate sky temperature. This
relationship is described below (Swinbank, 1963).
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T gy = 0.05527 5 Equation B.3.3
Where Ta = Ambient dry bulb temperature (K)

The heat transfer coefficient for an external PV surface, exposed to wind, is calculated
using Equation B.16 (McAdams, 1954)

hy= 5.7+ 3.8% Equation B.3.4

Where hw = heat transfer coefficient (W/m?°C)
V = corrected wind speed (m/s)

The wind speed is corrected according to the following conditions (Evans, 1994)
For windward conditions, with wind speeds greater than 2m/s

V = 025V

Equation B.3.5
For windward conditions, with wind speeds |ess than 2m/s
V=05 Equation B.3.6
For leeward conditions, with wind speeds greater than 2m/s
V=03+005Vy Equation B.3.7

Where V= actua wind speed (m/s)
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Appendix B4: Equations used To Determine Convection
Coefficients in a PV-Hybrid Air Gap

Table B.1: Equations used to determine properties of dry air at low pressure.

Property Regression Equation Units
Kinematic Viscosity n= (1' 10" °xT? + 0.0024 xT - 0.1864) x10" ° kg
ms
Dynamic Viscosity m= (-1 10" ®x12+ 0.0076xT - 0.002) x10° ® m
S
Thermal Conductivity k= (-37 107 8xT2+ 0.0099xT - 0.0234) x10° ° k—V}Z
m
Density r = 352,58 <] 0-99% kg
m3
Pranditl number Pr=4" 10" 'xT?- 0.0005xT + 0.8186 NA

Table B.2: Equations used to determine dimentionless parameters.

. . 4xAc As
Geometrical parameter | L = Gap_Width Dy = = Lc= -
22 2 b 5t 2x 23
Grashof number Gr= M Gr. = %
nt m
r xJxDp
Reynolds number Rep =
m
H XD HxL
Nusselt number Nu = % Nup = " h Nu_ = ¢
Rayleigh number Ra = Gr_ xPr
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Table B.3: Conditions for use, and Equations Employed for Natural Convection

Condition Equation
Horizontal . Nu_ = 0.27 XRa_O'ZS
10° £ Ra_ < 10%°
1
i 0.387xRq °
Vertical Nu_ = 0.825 + -
A 27
,.0.5625
g, . s
6 ePrg 0
1
4
i 0.67 Ra_
Vertical Nu_ = 0.68 + "
9 -_—
Ra £ 10 i 5
é 0.5625))
e ebPr g u
Tilted
1
00£g<60 "
2 o 2 0.387xRa_
. g><cos(q) o XL X Nu_ = 0.825 + -
L= 8
? 4 .27
,.0.5625
) gl + 5%9'4929 H
6 ePrg 0
Tilted )
9 2
Ra £ 10 0.67 ><Ra_4
00£ q< 60 Nu_ = 0.68 + 7
4 .9
gxoos(q) X xr 2><LC2 ><q2 gl . {6‘@ 492 90.56258
GI‘L = < F - ,\
nt e ebP g a
1
Gr > 2x10° Nu = 50.069 - 002058 2hix(Grxer) % xpr007
€ €90 gl
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Table B.4: Aspect ratios and Corresponding Nusselt numbers for fully developed Laminar Flow

Conditions
Fully developed Laminar Flow - Uniform QRep < 2300

b
—£10 Nu = 3.61
a
b
— £ 143 Nu= 3.73
a
b
—£20 Nu= 4.12
a
b
—£30 Nu = 4.79
a
b
— £ 40 Nu = 5.33
a
b
— £80 Nu = 6.49
a
—b £ ¥ Nu= 8.23
a

[b = width, a= depth]

Table B.5: Conditions for Use, and Equations used for Friction Factorsin Fully developed

Turbulent Flow Regimes

Rep £ 3000 f = 0.316 Rep 2

3000 £ Rep £ 5x10°| f = (0.79xn(Rep) - 1.64) 2

Rep > 5x10° f = 0.184 xRey 2
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Table A.6: Conditions for Use, and Equations for Fully developed Turbulent Flow
Regimes used in Forced Convection

Condition Equation
f
— XRep XPr
4 6 8
10" < Rep < 5x10 Nu = -
0.5 < Pr< 2000 5 &2 0
107+ 12782 epr® - 15
e8g

0.5 < Pr< 2000 NU = :

3000 < Rep < 5x10° aédz 22
1-0+ 12.7 W:—; xéprs _ 1g

e8g

0.7 < Pr < 160 - 0.8 n

Rep ¢ 10,000 Nu = 0.023xRep "~ xPr

E.310 T3>Tm n=04

b

DT < 10 Ts< Tm n= 03

0.7 < Pr < 160, 700
1

Rep 2 10,000 = ,.0.14
. Nu = 0.027 xRep’Expr 3 20 9
Zs3 10 érrgﬂ

b

DT > 10

beio Nu = 0.0158 xRe>8

a

Source

Incropera, F. P. and DeWitt, D. P., Fundamentals of Heat and Mass Transfer, 4"
Edition, John Wiley & Sons, New Y ork, 1996.
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Appendix C: Correction of Wind Speed for Specified Turbine
Height & Surroundings

Wind speeds are available from meteorological observations, which are generally
measured at a height of 10 metres. Hub heights of modern 600 to 1,500 kW wind
turbines are typically 40 to 80 metres above ground level. Wind speeds reduce
logarithmically as height tends to ground level. The rate of decline increases with
surrounding terrain roughness. Asaresult of this phenomenon wind speeds obtained
from meteorological measurements are corrected to account for surrounding terrain and
hub height. The procedure described below is employed to correct wind speeds for
different hub heights and roughness classes. The roughness classes are shown in Table
C.1, with definitions according to the European Wind Atlas (Troen and Petersen, 1991)

Table C.1: Roughness classes of varying surfaces

Surrounding Surface Type Roughness
Class

Water Surface 0.0
Open Terrain with Smooth Surface 0.5
Open Agricultural Areawith Little Shelter 1.0
Agricultural Land with 1250m of 8m Shelter 15
(approx.)

Agricultural Land with 500m of 8m Shelter 20
(approx.)

Agricultural Land with 250m of 8m Shelter 25
(approx.)

Extremely Well Sheltered Agricultural Land 3.0
Very Rough and Uneven Terrain 3.0
Village/ Small Town 3.0
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Larger City with Tall Buildings 35
Very Large City with Tall Buildings and 4.0

Skyscrapers

The wind speed correction methodology is based on two assumptions. Firstly, that
there are no obstacles close to (up to 1km) or above the specified hub height of the wind
turbine, or the point of meteorological measurement. Secondly, that meteorol ogical

wind speeds are obtained in open terrain at 10m (roughness class 0.5).

Data presented by the Wind Energy Reference Manual (Wind Energy Reference
Manual, 2000) shows the logarithmic decline of wind speeds, from 100m to 10m for
different roughness classes. An example data set presented is shown in Figure C.1.
Analysis of each data set identified a relationship between height and wind speed for
different roughness classes. This relationship is described mathematically below.

V =2.4189Ln(h) - 1.1394
12 2

—~ R°=1
2 10 _ —
; 8 ——
(% 4 /
ge)
e,/
= 0 {

0 20 40 60 80 100

Height (m)

Figure C.1: Example data set presented for roughness class 4.0
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Analysis of the data presented showed that the constant a and b could be found from the
equations C.2 and C.3

\% w_corr = a*r(H) +b Equatlon C.l

gz V100" V1o Eauation C.2
In(100) - 1n(10)

b=V p- a¥n(10) Eauation C.3

The wind speed at 100m and at 10m will depend on whether the original wind speed
was obtained in a similar roughness class, or whether it was obtained from standard

meteorological observations (SMO).

For SMO
v o Equation C.4
1007 | y2.190215) quation C.
V 10= In- 0.17125RC + 2.267) /100 Equation C.5
For similar terrain
Vio=Vw Equation C.6
\Y; Vw )
100= | C0.1712:RC + 2.267) Equation C.7
References

1. Troen Ib and Petersen Erik Lundtang: European Wind Atlas, Risoe National
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2. Wind Energy Reference Manual Part 1: Wind Energy Concepts
URL :http://www.windpower.dk/tour/wres/cal culat.html
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Appendix D1: Calculations used to Determine Heat Loss

Mechanisms in Flat plates

No Covers

With reference to Figure 5.18 (Koo, 1999)

Quy = VFe ps A pATp' - Ta) Equation D.1.1
Quind = hwA p{Tp- T4 Equation D.1.2
Kp -
Q back = t—b>A c>(Tp - Ta) Equation D.1.3
Kk .
Q edge = t—e>A ATp- T Equation D.1.4
e

WhereQsy = Radiant heat 1oss to sky
VF = View Factor between plate and sky
& = Emissivity of plate
s = Stephan Boltzman Constant
Ap = Surface area of plate
T, = Plate temperature
Tay = SKy temperature
Quing = Convective heat loss due to wind
hy, = Wind loss coefficient
Ta=Ambient temperature
Qback = Heat loss to back insulation
kp = thermal conductivity of back insulation
t, = thickness of back insulation
A = Collector area
Qedge = Heat loss to edge insulation

ke = thermal conductivity of edge insulation
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te = thickness of edge insulation
A = Collector edge area

The equations used in calculating sky temperature, view factor and wind loss coefficient

where described in the previous section of this chapter (Section B.3: Surface and
Environment Energy Exchanges).

Flat plates with One Cover

With reference to Figure 5.19 (Siegel and Howell, 1992)

Qin=r pRQio*+€ps Ty Equation D.1.5
Qon= ST gy Equation D.1.6
Qout =t XRintr Raontecs >2I'C4 Equation D.1.7
Qiot =t Raint rl Q1int e\C>S >2|-C4 Equatlon D.1.8

Wherer denotes the reflectivity, t the transmissivity, and e the Emissivity. The

subscripts, p, and ¢, denote the plate and cover, respectively (Koo, 1999).

Qpec=hpcApdTp- To Equation D.1.9

Quy = VF¥ o8 A p>(Tc4- Tsky4) Equation D.1.10

Quind = hwAp{Tc - Ty) Equation D.1.11

Where Qp, ¢ isthe heat transfer due to natural convection between the plate and cover,
and hy_¢ the natural convection coefficient. The natural convection heat transfer between
two parallel platestilted at an arbitrary angle to the horizon can be calculated by
evaluating the following dimensionless parameters; the Nussalt number Nu, the
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Rayleigh number Ra, and the Prandtl number Pr. The Rayleigh and Prandtl numbers
are given by (Rogers and Mayhew, 1992)

3
Raz 320TL pr=" Equation D.1.12
n>x@a a

Where L is the distance between parallel plates, and DT is the temperature difference
between them. The other parameters are: g the gravitational constant; b the volumetric
coefficient of expansion;a the thermal diffusivity; and n the kinematic viscosity, of air

at the mean plate temperature of the parallel plates.

The Nusselt number is calculated according to the following relations for tilt angles
from O to 75 degrees:

For the isothermal plates Equation D.1.13 is used (Hollands et al., 1976), and for
materials with low values of conductivity, and therefor small temperature gradients
along the covers Equation D.1.14 isused (Yiqgin et a., 1991).

1
4 . 16 ) .3
Nu= 1+ 1,4451- 17084sirl1.8%)) Hﬁ 1708 0, geRa>cos(b)9 -1 Equation D.1.13
é Raxxos(b) (& Racoslb)g & 5830 g
1
é . 16Q ) .3 : 1
NU= 1+ 14481 - 1206%sir(1.8%0)) Y S_12% ¢, r;zeRax:os(b)g o Equation D.1.14
& Racos(b) (& Racosb)g & 5830 g

The natural convection coefficient is calculated from Equation D.1.15.

he=—x% Equation D.1.15
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Flat plates with Two Covers

With reference to Figure 5.20 (Siegel and Howell, 1992)

Equation D.1.16
Qiout = 1 Qaint I 1Q1int €18 >Zrcl4 d

Qoout = 11 Q1int I 1Q2int €18 >Zrcl4 Equatlon D.1.17

Qaout = t2Quint I 2Qaint €8 Teo Equation D.1.18

Quout = t 2Qain+ I 2Quin* €28 Tz Equation D.1.19

Equation D.1.20
Qin=r p>QlOUt+ep>S>2rp4

Equation D.1.21

Qoin = Qaout

Qsain = Qoout Equation D.1.22
4
Quain=3s" gy Equation D.1.23
)( 4 4) .

Quay = V¥ 8 ApAT 2 - Ty Equation D.1.24
Quind = hwA pAT 2~ T4 Equation D.1.25
Qpc=pahptTp- Ta) Equation D.1.26
Q clc2= hcl_cZ>A p>(T ca- T 02) Equation D.1.27

Where Qp,_c1 isthe heat transfer due to natural convection between the plate and cover 1,
and hy ¢1 the natural convection coefficient between the plate and the cover. Similarly,
Qc1 2 isthe heat transfer due to natural convection between cover 1 and cover 2. The
natural convection coefficients h, 1 and hey o2 are calculated as previously described by
Equations D.1.12-D.1.15.
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Appendix D2: Flat plates Performance with Fluid Circulation

Overall Heat Loss Coefficient

The heat loss from a collector to the environment comprises the losses through the
cover system, and through the back and edge insulation. Assuming the losses are based
on the mean plate temperature Tom, the overall heat loss coefficient U, is calculated
using Equation D.2.1 (Hottel and Whillier, 1958)

kp Ac ke A :
UL=Up+ xSy 8 ® Equation D.2.1

Where k;, and ke are the back and edge thermal conductivities, and t, and te the
thicknesses of back and edge insulation. A, A,, and A denote the surface areas of the
collector, plate and edge, respectively. U:isthe top loss coefficient and will depend on
the number of covers incorporated in the collector, the temperatures of those covers, as
well as the ambient conditions. The mathematical analysis of each of the cover systems
was described previously. Referring to Figures 5.18 through 5.19, for collectors with
no cover, one cover and two covers respectively, the top loss coefficients for each
system can be described as follows (Hottel and Whillier, 1958):

U, = Qsy * Quina Equation D.2.1
0T Tp-Ta

_ Qiin- Qiuout+Qpc1

U, Equation D.2.2
1 Tp = Ta

U, = Qiin- Qiuout+Qpac1 Equaﬂon D23
t2 - Tp = Ta
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Heat Transfer Coefficient to Tubes

The following calculations are used to determine the heat transfer coefficient to the
fluid. First the Reynolds number is calculated from Equation D.2.4.

m
e Equation D.2.4

Where m is the mass flow rate (kg/s), N is number of tubes, D; is the tube inner
diameter (m), and mis the dynamic viscosity (kg/sm) of the fluid at the inlet

temperature.

For fully developed turbulent flow inside of tubes (Re>2300), the Nusselt number is
obtained from Gnielinsky correlation (Gnielinski, 1976) together with the McAdams
relation (MacAdams, 1954), giving:

f
—XRe- 1000)Pr & 07}
Nu = —€1+c—= U Equation D.2.5
®2 o0& éLg 0
C -
1+127x 2—];>éPr3 - 1g
-2
f = (0.0794n(Re) - 1.64) Equation D.2.6

Where L isthe tube length, and f, the friction factor for a smooth surface, which is
calculated from the Petukhov relation (Petukhov, 1970) given by Equation D.2.6. The
Prantle number Pr, is calculated from Equation D.2.7, where mis the dynamic viscosity
(kg/sm), Cp the specific heat (JkgK),and k the thermal conductivity (W/mK) of the
fluid at the inlet temperature (Incropera and DeWitt, 1996).
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Pr= Tp Equation D.2.7

For laminar flow, assuming it is fully developed inside short tubes, with a constant heat
flux, is given by (Incropera and DeWitt, 1996).

1.
® D0 06
0.00172CRePr*—=

Nu= 4.4+ e g Equation D.2.8

D 61.29

2 .
1+ 0.00281CRePr*— =
e Lo

The heat transfer coefficient to the tubes is subsequently determined using Equation
D.2.9

hf=—— Equation D.2.9

Collector Efficiency

The collector efficiency factor is described in Equation D.2.10. For most collector
geometries, this equation can be interpreted as the ratio of the heat transfer resistance,
from the absorber plate to the ambient air, to that from the fluid to the ambient air
(Hottel and Whillier, 1958)
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1

h Ue Equation D.2.10
: 1 1 1 0
1

W/H ~ ‘+—+ 1
GULDED o+ FAW- Do)l Cp  pDphsg

Where W = Spacing between tubes
Do= Outer tube diameter
F = Fin efficiency (Equation D.2.11)
Cy = bond conductance (Equation D.2.12)

& V- Do)
F tankgmg 24 Equation D.2.11
- (W- Do)
m
2
Ch= ki‘* B Equation D.2.12
B

Where kg is the bond thermal conductivity, tg the average bond thickness, and Lg the
bond length.

Heat Removal Factor

The collector heat removal factor is described by Equation D.2.13 (Hottel and Whillier,
1958).
mxCp & eUph 09

C1- expC .
UL é e mCp g

Fr= Equation D.2.13

Where m = the mass flow rate per unit area of the collector
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Useful Gain
The useful gain from the collector can be calculated as a function of the fluid inlet
temperature, and represented by Equation D.2.14 (Hottel and Whillier, 1958).

Qu=AcFREQrad- ULTin- Ta){ Equation D.2.14

Mean Fluid Temperature

As the fluid temperature will increase with increases in displacement across the
collector length, the following equation is used to calculate the mean fluid temperature
(Hottel and Whillier, 1958).

0
Tim= Tin+t ————%1- —= i
fm= Tin+ Ap>FR>UL>g e Equation D.2.15

Mean Plate Temperature

The mean plate temperature will always be greater than the mean fluid temperature due to the
heat transfer resistance between the absorbing surface and the fluid. Therefore the mean

temperature can be evaluated from the following (Hottel and Whillier, 1958):

Qu

_ Equation D.2.16
hfi>p Dok

Tpm=Tim+

For liquid mediums this temperature difference is usually small, however for an air

medium the temperature difference can be significant.
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