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Abstract 

This research details the modelling of a wind-thermal energy storage system in Scotland 

using the tool EnergyPLAN. The central aim of the research is the construction of the 

model, alongside the additional aims of calculating the wind resource potential of an 

area of Scotland and identifying the optimum thermal energy storage configuration and 

material to be used in the system.  

The Literature Review establishes the need for energy storage to provide flexibility to 

grid scale electricity systems and recognises the gap in thermal energy storage for 

electricity generation. Different methods of thermal energy storage are investigated 

along with their suitability for electricity generating applications in wind-thermal 

energy storage systems.  

To calculate the wind resource potential of an area of Scotland, data from the Global 

Wind Atlas, the tool HOMER Pro and equations relating to Hellman’s Power Law are 

used. The thermal energy storage configuration and material are selected based on their 

ability to provide high working temperatures, high heat capacity and a high thermal 

conductivity over a long lifetime through many thermal cycles. 

The results of the EnergyPLAN modelling show that the integration of the thermal 

energy storage with a wind resource generally improves the flexibility of the electricity 

generating system. However, this reaches a limit, with increases in the energy and 

power capacity of the thermal energy storage not considerably improving the flexibility 

of the system, whilst incurring higher costs. The limitations of the study are discussed, 

especially those arising from the use of EnergyPLAN and the research concludes with 

how this work could be improved upon in the future. 
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1. Introduction 
 

1.1 Background and Problem Definition 
 

1.1.1 Changing Energy Systems and the Need for Flexibility 
 

Electricity generation has long been achieved by the burning of fossil fuels. Coal, oil 

and natural gas offer a source of fuel that is dispatchable and highly energy dense, and 

their use over the last few hundred years has been a driving force behind the 

industrialisation and development of countries across the world. Now, amidst the 

backdrop of increasingly dire warnings of the severity of the climate crisis, 

predominantly caused by the polluting nature of fossil fuels, these energy systems are 

changing.  

One key change is the increasing use of renewable sources of energy, due to their lack 

of greenhouse gas emissions. In Scotland, the past 20 years have yielded significant 

changes in renewable energy use, especially intermittent wind energy. The fraction of 

gross electricity met with renewables increased from 13.2% to 54.9% between 2005 

and 2018, with wind energy responsible for the largest increase jumping from 2.6% to 

40.2% (Scottish Goverment, 2020). The Scottish and UK Government recognise the 

economic and environmental benefits of these new sources of electricity and have set 

targets of 100% gross electricity consumption to come from renewable sources in 

Scotland by 2020 (Scottish Government, 2017a) and up to one third of UK electricity 

to be generated by offshore wind farms by 2030 (Department of Business, Energy and 

Industrial Strategy, 2019). These ambitious targets are accompanied by a myriad of 

laws, targets and other pieces of legislative agenda that conjure an image of a future 

Scottish/UK energy system that is heavily reliant on renewables. 

However, renewable sources of energy are beset by their own issues that must be 

addressed if a low carbon energy future is to be achieved. Wind power alone cannot act 

as the baseload of a grid scale electricity generation system because of its intermittent 

nature (Suberu, Mustafa and Bashir, 2014). This presents a major barrier to increased 

penetration of wind power in the Scottish energy mix, which currently stands at 40% 

gross consumption and is unable to meet the national demand at small timescales of 
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seconds and minutes. Other issues associated with variable sources of renewable energy 

include power quality, insufficient transmission infrastructure, market and regulatory 

factors, and a range of grid stability problems, among others. To address intermittency 

and increase penetration of wind into the energy mix, it is widely recognised that some 

degree of “flexibility” must be incorporated into the renewable energy systems. One 

method of achieving such flexibility at a grid scale is through energy storage. 

1.1.2 Energy Storage and the Thermal Energy Storage Gap 
 

Energy storage can allow intermittent energy to be captured and stored when demand 

is low and released when demand is high. This addresses the problem of unmatched 

demand from a consumer perspective and the problems arising on the grid from the use 

of intermittent renewables from a grid operator perspective. Energy storage methods 

are diverse with each solution offering different advantages, disadvantages, and overall 

suitability to different energy systems. Energy storage methods are usually divided into 

four groups: Electrochemical, Electromagnetic, Mechanical and 

Thermal/Thermodynamic. Figure 1 shows a tree diagram of the four categories of 

energy storage, further divisions, and individual examples of each method. Figure 1 is 

based on information from (Evans, Strezov and Evans, 2012; Argyrou, Christodoulides 

and Kalogirou, 2018). 

 

 

 

  

 

 

 

 

 

 

 

 

Upon consideration of the relevant literature concerning grid scale energy storage in the 
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Figure 1 – Tree diagram showing the different categories of energy storage methods 



12 

 

storage (TES). Before detailing the technical aspects of different TES systems, the 

suitability of TES for grid-scale electricity generation yet its absence from real world 

electric grids and energy policy will be presented. In their research on behalf of the 

European Association of Energy Storage, (Teller et al., 2013) discuss selected methods 

of energy storage, broken down in a similar fashion to Figure 1. The methods are 

compared on their suitability for five applications within grid scale energy storage: 

Conventional Generation, Renewable Generation, Distribution, Transmission and 

Customer Services. Of the methods investigated, only electrochemical (such as 

batteries) and thermal energy storage are rated as either suitable or possible for all five 

applications.  

 

Yet even as TES’s advantages as an energy storage technology is recognised, other 

technologies tend to be preferred. This is in part due the relative novelty of TES for 

utility-scale electricity generation (referred to as Electric TES) compared to more 

established technologies like pumped hydro. Global energy storage capacity is 

presented in Figure 2, taken from (Argyrou, Christodoulides and Kalogirou, 2018). 

Here, pumped hydro’s dominance as the favoured energy storage technology is 

obvious, with it representing 96% of the world energy storage capacity compared to 

TES’s ~2%, 169GW compared to 3.2GW. 

 

 

 

 

Figure 2 - Energy storage methods share of global energy storage capacity 
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Moreover, of the 3.2GW of TES capacity in the world, 75% of this is in Concentrating 

Solar Power thermal plants, a kind of electricity generation that is unsuitable for use in 

Scotland, as will be detailed in Section 2.2.2. This could explain why in the Scottish 

Government’s 2017 energy strategy publication, they acknowledge the importance that 

energy storage will have in any future Scottish energy system, yet make no mention of 

the potential role of Electric TES specifically (Scottish Government, 2017b). 

 

1.2  Aims 
 

The central aim of this research is to construct a model of a Wind-Thermal Energy 

Storage (WTES) system in Scotland. A WTES system is a specific kind of Electric TES 

system that has its initial energy supplied by a variable wind resource. WTES systems 

will be discussed in more detail in Section 2.3. The WTES system’s performance will 

be analysed in EnergyPLAN to measure its ability to address the issues arising from the 

use of variable sources of renewable energy established in the Introduction, and that 

will be further discussed in the Literature Review. Alongside this main aim, the research 

has smaller aims to be achieved in order to successfully build a WTES system model. 

Specifically, these smaller aims pertain to the calculation and modelling of the wind 

and TES components of the WTES system. The aims of this research are: 

• To construct a model of a Wind-Thermal Energy Storage (WTES) system in 

Scotland, and investigate its operation and influence on a larger energy system. 

• To calculate the wind resource potential of an area of Scotland 

• To review TES options and identify the optimum storage configuration and medium 

for the WTES system.  

 

1.3  Structure of the Thesis 
 

This research is split into the following Sections: Literature Review, Methodology, 

Case Study and Results, and Conclusions and Future Work. The Literature Review 

develops the concept of flexibility and the role of energy storage in electricity systems 

presented in the Introduction. The Literature Review then assesses the TES options for 
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use in a WTES system, describing the various characteristics of sensible, latent and 

thermochemical heat storage, and their suitability for utility-scale electricity generation. 

The Literature Review then goes on to briefly describe existing WTES systems and 

their parameters before evaluating potential wind speed data sources that could be used 

in the construction of the WTES model. The Literature Review concludes with the 

assessment of modelling tools to be used to construct and analyse the WTES system. 

The Methodology is split into three subsections. The first, Wind Resource Potential, 

describes the mathematics required to calculate the energy available from wind in a 

chosen area of Scotland. The second, TES Selection, identifies the optimum TES 

configuration and storage medium to be used in the WTES model and discusses their 

defining thermal properties. The third subsection, Modelling the WTES system in 

EnergyPLAN, details how the WTES system is constructed in EnergyPLAN, the 

modelling tool selected. This includes the technical and economic parameters of the 

wind resource and TES components of the system, alongside the technical and 

economic parameters of the larger energy system that it is a part of. The Case Study 

and Results section is split into two subsections. The first, Wind Resource Potential, 

describes the carrying out of the work outlined in the likewise named Methodology 

subsection. The second, EnergyPLAN Modelling Results, presents and discusses the 

results of the analysis of the WTES model in EnergyPLAN. The final section, 

Conclusions and Future Work, summarises and concludes the research presented here 

and identifies potential ways of improving the research in any future work. 
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2. Literature Review  
 

2.1 Flexibility and Energy Storage in Future Electric Grids 
 

The first section of this Literature Review will expand upon some of the ideas 

established in the Introduction. Namely, the problems caused by the use of variable 

renewable sources in an electricity grid and how energy storage can be used to address 

these problems. 

 

The most serious consequence arising from an energy system with a large penetration 

of stochastic renewable energy concerns the balancing of supply and demand. All 

generation must be matched by consumption in order to keep the grid operational, 

measured, in bulk, by grid frequency. Research suggests unproblematic renewable 

energy grid penetration reaches a maximum limit of approximately 20% gross 

electricity consumed when no significant action is taken to improve the flexibility of 

the grid (Denholm et al., 2010). Even so, such figures of approximately 20% are 

achieved only after exhausting other means such as operational, market and regulatory 

changes that favour the generation and consumption of renewable electricity (Castillo 

and Gayme, 2014). If penetration of renewable energy is to be achieved to a degree that 

supports a system largely or wholly dependent on variable low-carbon sources of 

generation, more significant action must be taken to introduce flexibility into the 

system. 

 

Flexibility can loosely be defined as the ability of a power system to exploit its 

resources in order to match supply and demand. Flexibility is not a novel concept, with 

energy systems having adopted supply-side mechanisms of adjustment since their 

inception (Akrami, Doostizadeh and Aminifar, 2019). Supply-side mechanisms usually 

include altering the output of thermal power plants and using back-up power generation 

systems as contingency, though such action fails to match supply and demand at small 

time scales (~milliseconds). In the UK, the National Grid employs various “ancillary 

services” in order to stabilise the grid frequency within 1% of 50Hz (National Grid, 

2020). However, these measures are generally thought not to offer the degree of 
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flexibility that is required to maintain the stability of the UK grid beyond a renewable 

energy penetration of approximately 20%; some other method must be implemented. 

 

Many studies have focused on what technologies, operational regimes, and policy 

frameworks (or combinations thereof) help to introduce flexibility into an electricity 

generating system. Energy storage is often identified as the most promising solution 

(Denholm and Hand, 2011; Yekini Suberu, Wazir Mustafa and Bashir, 2014). 

Fundamentally, energy storage enables supply and demand to be balanced when 

generation and consumption do not necessarily happen at the same time. Energy storage 

is considered highly flexible given its ability to stabilise the grid at the both small and 

large timescales of seconds and hours: studies have shown that energy storage can be 

highly adept at acting as a frequency regulator because of its potential fast ramping and 

charging/discharging abilities (Mohler and Sowder, 2014). Moreover, the potential 

large capacities associated with energy storage enable it to be an effective option for 

load shifting on an hour-by-hour basis (Evans, Strezov and Evans, 2012). Additionally, 

the introduction of energy storage into existing grids has proven to free up generation 

capacity, that was originally earmarked as back-up, to be used as part of the baseload 

(Cochran et al., 2013). However, these features are very much dependent on the method 

of energy storage employed. As detailed in the introduction, the author believes there 

is a gap in the study of Electric TES.  

 

2.2 Thermal Energy Storage 
 

2.2.1 TES Introduction 
 

This section of the Literature Review will detail how different methods of TES operate 

and the parameters of each method that define its suitability for Electric TES. The most 

suitable applications of Electric TES are referred to by (Chen et al., 2009; Argyrou, 

Christodoulides and Kalogirou, 2018) as “energy management” applications, meaning 

it will take advantage of TES’s potential large energy capacity for applications such as 

load shifting. This is in contrast to some other, faster acting energy storage technologies 

like batteries that perform “power quality” functions like voltage and frequency 

regulation. 
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TES works by heating a storage medium during the charging phase and releasing the 

heat when the energy is needed during the discharging phase. There are multiple 

different kinds of TES, yet each configuration shares some basic components: a storage 

medium, a container tank, inlet/outlet connections and usually a Heat Transfer Fluid 

(HTF). The different kinds of TES can be categorised into three groups based on the 

behaviour of the storage medium: Sensible Heat Storage, Latent Heat Storage and 

Thermochemical Energy Storage. 

 

2.2.2 Sensible Heat Storage 
 

Sensible Heat Storage (SHS) involves heating a storage medium which can be either 

liquid or solid without the material undergoing any phase or chemical composition 

change. The energy storage capacity, QS, stored in such materials follows Equation 1 

(Zhang et al., 2016):  

 

𝑄𝑄𝑆𝑆 = 𝑚𝑚𝑐𝑐𝑝𝑝∆𝑇𝑇  Equation 1 

 

Here, m is the mass of the storage medium, cp the specific heat capacity at a constant 

pressure and ΔT the temperature range of the storage medium during the charging and 

discharging processes. SHS is regarded as relatively low cost, given the storage media 

employed are materials that are widely available like water and salts, among many 

others as we will come to discuss. It is the most well developed and utilised method of 

TES, with everyday examples such as domestic hot water tanks showing the existing 

widespread use of SHS.  

 

When it comes to selecting the storage material for an SHS system, there are some 

general criteria that the storage material should meet (Khare et al., 2013): 

 

• Thermo-physical Properties: High energy density, high thermal conductivity, 

long term thermal cycling stability and high heat capacity 

• Chemical Properties: long term chemical stability, non-toxic, non-flammable, 

non-explosive and non-corrosive 
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• Economic Properties: Cheap and Abundant materials 

• Environmental Properties: Low CO2 footprint 

Table 1 displays a selection of common solid and liquid SHS technologies at 20°C with 

their corresponding thermal properties (Hamdhan and Clarke, 2010; Zhang et al., 2016; 

Dinker, Agarwal and Agarwal, 2017; Koçak and Paksoy, 2019). 

 

Table 1 - Selected SHS Media Thermal Properties at 20°C 

 

 

Note that the selected storage media with a temperature range starting at 200°C were 

assigned this value in order to classify them as “high temperature” storage materials, 

but they could feasibly reach a minimum temperature lower than 200°C (Zhang et al., 

2016). 

 

A defining feature of SHS storage mediums are their low energy densities. 

Consequently, to enable a SHS system to store utility-scale quantities of energy, the 

storage medium and container facility must be considerably large. Figure 3 shows a 

SHS facility in Denmark with a 75,000m3 water tank acting as the storage medium 

providing hot water for a local district heating system (Marstal District Heating, 2020). 

This can lead to siting issues with TES systems and a larger storage facility tends to 

result in larger thermal losses (Kousksou et al., 2014). Moreover, large facilities are 

Storage 

Medium 

Type Energy 

Density 

(kJ/m3) 

Specific Heat 

Capacity 

(kJ/kg/K) 

Temperature 

Range (°C) 

Thermal 

Conductivity 

(W/m.K) 

Water Liquid 4175.88 4.18 0-100 0.61 

Concrete Solid 1933.80 0.88 200-400 1.28 

Sand Solid 1600 0.80 200-500 0.25 

Sandstone Solid 1562 0.71 200-550 1.8 

Alumina Beads Solid 2447 0.920 120-700 30 

Iron Solid 3650.25 0.465 200-400 59.3 

Nitrate Salts Liquid 2992 1.6 265-565 0.52 

Sodium Liquid 1105 1.3 270-530 71 
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generally more difficult and costly to manage (Kousksou et al., 2014). This has led a 

number of researchers to identify new TES storage methods that try to avoid the 

construction of large container tanks. Underground TES uses existing geophysical 

features such as caves as the container tank (Reed et al., 2018) and Borehole TES also 

moves the container tank underground for seasonal-length TES through the use of 

manmade boreholes (Wołoszyn, 2018).   

 

 

 

Figure 3 - Marstal Solar Thermal District Heating Scheme, water container basin 
circled 
 

SHS systems have the marked advantage of being able to produce a large ΔT. That is, 

a high temperature can be derived from SHS, especially solid media SHS, which has 

the benefit of potential coupling to thermal turbines, enabling Electric TES (Zhang et 

al., 2016). The high thermal conductivities of SHS materials is another attractive 

feature. Thermal conductivity dictates how efficiently and how fast the storage 

materials charge and discharge, an important property if energy is required on small 

timescales.  

 

It is worth noting that SHS is often used in Concentrating Solar Power systems (CSP) 

with the storage medium, often molten salt, heated by parabolic solar mirrors or troughs 

(Yang et al., 2010; Alva, Lin and Fang, 2018). These systems have proven to increase 

the penetration of variable solar power and they are important parts of electrical grids 
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in countries like Spain (Martín et al., 2015). CSP systems are not perfect and are 

affected by their own operational characteristics and issues (Gil et al., 2010) but they 

are excluded from this work for different reasons. Rather, they are excluded due to the 

fact that this paper is researching TES systems for potential deployment in Scotland, 

which, unfortunately, does not have the required weather conditions to facilitate CSP 

plants.  

 

2.2.3 Latent Heat Storage 
 

The second category of TES technologies is Latent Heat Storage (LHS). LHS involves 

the absorption and release of heat that occurs when the storage medium undergoes a 

phase change. The materials used as a storage medium in such systems are called Phase 

Change Materials (PCM). The storage capacity, QL, stored in an LHS system using 

PCMs follows Equation 2 (Zhang et al., 2016): 

 

𝑄𝑄𝐿𝐿 = 𝑚𝑚∫ 𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃,𝑠𝑠𝑑𝑑𝑑𝑑 +  𝑚𝑚∆𝐻𝐻𝑚𝑚 +  𝑚𝑚∫ 𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃,𝑙𝑙𝑑𝑑𝑑𝑑
𝑇𝑇𝐻𝐻
𝑇𝑇𝑚𝑚

𝑇𝑇𝑚𝑚
𝑇𝑇𝐿𝐿

  Equation 2 

 

 

Here, Tm is the melting point of the PCM, and TH and TL are the respective highest and 

lowest temperatures reached either side of the phase change process, represented by the 

phase change enthalpy ΔH. CPCM,s and CPCM,l are the specific heats of the PCM in its 

solid and liquid state, yet if the phase change is completed isothermally (as it often near 

enough is), Equation 2 can be simplified to Equation 3: 

 

𝑄𝑄𝐿𝐿 = 𝑚𝑚[𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃,𝑠𝑠( 𝑑𝑑𝑚𝑚 − 𝑑𝑑𝐿𝐿) +  ∆𝐻𝐻𝑚𝑚 + 𝐶𝐶𝑃𝑃𝑃𝑃𝑃𝑃,𝑙𝑙(𝑑𝑑𝐻𝐻 − 𝑑𝑑𝑚𝑚)]  Equation 3 

 

 

As is clear from Equations 2 and 3, LHS systems will involve SHS to some extent on 

either side of the phase change. This is shown in the melting process in Figure 4 as the 

two non-horizontal lines (Enescu et al., 2020). Energy is added to the PCM in order to 

increase its temperature to the phase change temperature, Tphase change, at which any 

additional energy added contributes to its isothermal phase change. Beyond this, extra 
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energy can be added and stored as sensible heat in the PCM in its liquid form. If Figure 

4 were reversed this would show an exothermic freezing process yet would be guided 

by the same principles of sensible and latent heat storage outlined in Equations 2 and 

3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

The phase change of LHS systems can be that of a solid-liquid or liquid-vapour/gas 

transition, with solid-solid crystalline phase transformation a less common, yet still 

possible process (Regin, Solanki and Saini, 2008). The solid-liquid transition PCMs are 

the most regularly employed given the superior latent heat available compared to solid-

solid PCMs, and they avoid the large volumes contingent with liquid-vapour/gas PCMs 

(Fernandes et al., 2012).  

 

Categorisation of LHS systems is usually done through classification of the PCM they 

use, usually as organic, inorganic, or eutectic. Organic PCMs are generally a safe, 

chemically inert, and stable PCM choice although have comparably poor thermal 

properties (Kousksou et al., 2014). Inorganic PCMs generally have superior latent heat 

of fusion and thermal conductivity compared to their organic counterparts, however, 

some are more toxic and more likely to corrode the LHS system they are a part of 

(Kousksou et al., 2014). Eutectics are mixtures of organic and inorganic substances, 

combined to produce a new substance with different thermal properties than either of 

the constituent substances (Kousksou et al., 2014). When it comes to selecting a PCM 

Figure 4 - Simple graph to show how energy is stored as both sensible and latent heat 
in a PCM 
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for an LHS system, there are some general criteria that the PCM properties should meet. 

Some of these criteria are shared with SHS materials (Fernandes et al., 2012; Kousksou 

et al., 2014): 

 

• High latent heat of fusion per unit mass, in order to store as much latent energy 

as possible in the PCM 

• High specific heat, in order to store considerable additional energy in the 

sensible heating of the PCM 

• Small volume changes during phase transition 

• Melting point within the desired operating temperature range 

• High thermal conductivity so the charging and discharging thermal gradients 

are small. 

• Contain non-poisonous, non-flammable, non-explosive substances 

• Inexpensive and available in large quantities 

 

Table 2 lists some selected solid-liquid PCMs and their corresponding thermal 

properties (Gil et al., 2010; Dinker, Agarwal and Agarwal, 2017). Table 2 contains only 

solid-liquid PCMs given their superior thermal properties. 
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Table 2 - Selected LHS Solid-Liquid PCM Thermal Properties 

PCM Type Melting 

Point 

(°C) 

Heat of 

Fusion 

(kJ/kg) 

Thermal 

Conductivity, 

when liquid 

(W/m.K) 

Paraffin wax (C13–

C18) 

Organic 32 251 0.214 

Polyglycol E600 Organic 22 127.2 0.189 

MgCl2·6H2O Inorganic 117 168.6 0.570 

NaNO3 Inorganic 307 172-199 0.5 

CaCl2·6H2O Inorganic 29 190.8 0.54 

KNO3/NaNO3 Inorganic 220 100.7 0.56 

NaCl Inorganic 800 492 5 

LiNO3/KNO3/NaN

O3 

Eutectic 121 310 0.52 

 

Comparing Table 2 to Table 1, the poor thermal conductivity of PCMs compared to 

SHS materials is clear, especially when considering organic PCMs. The thermal 

conductivity of LHS systems can be improved by modifying heat exchangers, for 

example, with embedded metallic foams or external finned tubes, among other changes 

(Jegadheeswaran and Pohekar, 2009; Fernandes et al., 2012). Figures for energy density 

of individual PCMs were unavailable, but it is well established in the literature that the 

PCMs of LHS systems generally have greater energy densities than SHS materials (en 

Zalba et al., 2003; Castell and Solé, 2014). This means that LHS systems are 

considerably more compact than SHS systems. For example, SunAmp is Scottish 

private company that manufactures LHS systems for use in domestic and industrial 

settings. Figure 5 is an image of the company’s UniQ 3 product, an LHS unit with a 

capacity of 3.5kWh (SunAmp, 2018). SunAmp claim this product’s high energy density 

is able to provide significant fuel savings while being small enough to be installed 

within a domestic dwelling. 
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Figure 5 - SunAmp’s UniQ 3 LHS system 
 

Identifying the ideal PCM for a project is a difficult process. Take, for example, NaCl 

in Table 2, which has a vastly superior thermal conductivity compared to the other 

PCMs, 5W/m.K compared to the others’ which are all less than 0.6W/m.K. This 

potentially makes it an attractive option for use in an LHS. Yet NaCl’s improved 

conductivity comes with the disadvantage of having a melting point of 800°C, making 

it a more expensive and complex PCM to handle compared to those with a lower 

melting point. This trade-off between desirable and undesirable thermal properties is a 

defining feature when choosing a PCM for an LHS system. 

 

2.2.4 Thermochemical Heat Storage 
 

Thermochemical heat storage involves a reversible chemical reaction that is used to 

store and release heat. The storage capacity QTh, stored in such a reaction follows 

Equation 4 (Zhang et al., 2016): 

 

𝑄𝑄𝑇𝑇ℎ = 𝑚𝑚𝑚𝑚∆𝐻𝐻𝑟𝑟     𝑚𝑚 ≤ 1  Equation 4 

 

Here, m is the mass of the material, α is the “conversion” and ΔHr the endothermic heat 

of reaction. Equation 5 is another way of describing thermochemical reactions, albeit 

in an untechnical fashion. 
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𝐴𝐴 + 𝐵𝐵 ↔ 𝐶𝐶 + ℎ𝑒𝑒𝑒𝑒𝑒𝑒  Equation 5 

 

Here, substances A and B are combined together forming substance C and energy in 

the form of heat. The configuration here shows the system discharging in an exothermic 

reaction, if it were to be reversed (as shown by the ↔ symbol) that would constitute the 

system charging in an endothermic reaction. 

 

Thermochemical heat storage is the least developed of the three kinds of TES yet there 

is a comprehensive effort to find which application it is most suitable. There is 

considerable interest in thermochemical heat storage because it potentially has the 

largest energy density and efficiency out of itself, SHS and LHS (Van Berkel, 2005; 

Kousksou et al., 2014). Moreover, thermochemical storage tends to have very low 

energy losses at ambient temperatures compared to other TES systems, asserting its 

potential for use in long term, seasonal length energy storage (Zhang et al., 2016). Table 

3 shows a selection of thermochemical heat storage reactions (Gil et al., 2010). Note 

the very large energy densities available from the reactions, compared to SHS and LHS 

materials in Table 1 and Table 2. 

 

Table 3 - Selection of Thermochemical Heat Storage Reactions 

Compound Reaction Energy 

Density 

(GJ/m3)  

Reaction 

Temperature 

(°C) 

Hydroxides e.g. 𝐶𝐶𝑒𝑒(𝑂𝑂𝐻𝐻2) ↔   𝐶𝐶𝑒𝑒𝑂𝑂 +  𝐻𝐻2𝑂𝑂 3.0 500 

Calcium Carbonate 𝐶𝐶𝑒𝑒𝐶𝐶𝑂𝑂3  ↔ 𝐶𝐶𝑒𝑒𝑂𝑂 + 𝐶𝐶𝑂𝑂2  4.4 800-900 

Iron Carbonates 𝐹𝐹𝑒𝑒𝐶𝐶𝑂𝑂3 ↔ 𝐹𝐹𝑒𝑒𝑂𝑂 + 𝐶𝐶𝑂𝑂2 2.6 180 

Metal Hydrides 𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑚𝑚 𝑥𝑥𝐻𝐻2 ↔ 𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑚𝑚 𝑦𝑦𝐻𝐻2
+ (𝑥𝑥 − 𝑦𝑦)𝐻𝐻2 

4.0 200-300 

 

 

Research into the commercialisation of thermochemical heat storage focuses on 

reducing the costs of building such systems and making them more economically viable 
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in general (Fernandes et al., 2012). They are also beset with lifetime issues: the 

compounds themselves deteriorate and they corrode the wider TES facility they are 

housed significantly faster than SHS and LHS (en Zalba et al., 2003; Kousksou et al., 

2014). Thermochemical heat storage is still very much in the research and development 

phase, with no working prototypes of it being used as a utility-scale TES option. Being 

able to produce any meaningful technical content about thermochemical energy storage 

appears to require a knowledge of chemistry that the author does not hold. For these 

reasons, thermochemical energy storage is not considered an option for the TES in this 

paper. 

 

2.2.5 Electric TES 
 

In this paper, the TES system to be modelled as part of the larger energy system will be 

chosen in Section 3.3. First, it will be beneficial to identify qualifying criteria and 

examples of TES systems being used at a utility scale to generate electricity, to know 

where the selection process should be focused and avoid any unrealistic scenarios. As 

stated above, thermochemical energy storage systems are not considered because of 

their relative developmental infancy.  

 

Electric TES systems must meet the main criteria of having a large working temperature 

range, in order to be coupled to electricity generating thermal turbines. This also means 

the storage medium must be stable at high temperatures, especially for longer periods 

if the medium is to store energy for hours or days at a time. For utility scale Electric 

TES, the storage medium must also have considerable power and energy capacity in 

order to meet the large demands from the electric grid. Upon consulting the literature 

considering the criteria the storage system must meet, it is apparent SHS technologies 

are the most realistic choice for Electric TES in Scotland. SHS technologies can more 

readily meet the high temperatures required to generate electricity than LHS 

technologies. SHS media also meet the criteria of being stable at high temperatures for 

a long time to a better degree than PCMs. SHS and LHS systems are both able to meet 

the required energy and power capacities since they are both scalable technologies, 

however, it is easier to scale SHS systems given the simpler technology compared to 

LHS systems. 



27 

 

 

The theoretical suitability of SHS over LHS for Electric TES is backed up when 

considering real world work on Electric TES. The majority of such applications are in 

the development phase, but the potential of SHS for Electric TES is recognised in the 

literature (Chen et al., 2009). There are private companies in countries such as 

Germany, the USA and France working to prove the economic viability of Electric TES 

systems using SHS. For instance, Storasol is a German private company that is 

developing storage of thermal energy in sand, gravel and other solid media that is 

coupled to a thermal power plant for on demand generation of electricity (Storasol, 

2020). This is just one of many Electric TES systems using SHS materials in the 

development phase by commercial entities (EPRI, 2019; Lumenion, 2020; Malta Inc., 

2020) that stand alongside academics studying similar systems (Laing et al., 2011; 

Bergan and Greiner, 2014; Okazaki, 2020). Therefore, when choosing which TES 

method to use in Section 3.3, only SHS technologies will be considered. 

 

2.3 Wind-Thermal Energy Storage Systems 
 

The aim of this section of the literature review is to identify examples of a WTES 

system and explore their operational characteristics. As stated in Section 1.2, the 

construction of such a WTES system is the central aim in this research. This section 

will be relatively brief for two reasons. First, there are a limited number of examples of 

such a system either being researched or implemented into an existing energy system. 

Second, this section will focus only on how the WTES systems operate, not the reasons 

why WTES has been chosen or work pertaining to the individual wind and TES 

components of the larger WTES system. 

 

There is an important distinction between WTES systems and more general Wind-

Energy Storage systems. There are numerous examples of investigations of such 

systems in the literature and they follow similar formats: the researchers identify issues 

with wind power generation and that energy storage could be a potential solution to 

these issues. They carry out a review of possible energy storage options and then model 

a select few to examine their effectiveness in addressing the issues at hand (Zhao et al., 

2015; Caralis et al., 2019; Guo et al., 2020). However, in such research, it is rare to 
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have TES systems offered as a potential solution. Compressed Air Energy Storage 

(CAES) systems are sometimes suggested as a form of TES, but in the context of this 

research, CAES does not qualify as TES (Sullivan, Short and Blair, 2008; 

Sundararagavan and Baker, 2012). Moreover, when TES is considered to be coupled to 

wind turbines, often it is to be part of the heating supply and not the electricity supply. 

Integrating TES with an existing CHP plant and wind energy resource is a common 

subject matter among researchers seeking to improve the performance of a district 

heating system (Leahy, Connolly and Buckley, 2010; Bloess, Schill and Zerrahn, 2018). 

This research will not be focused on modelling such systems and instead, will focus on 

modelling a WTES system used only within the electricity supply i.e. Electric TES. 

 

As mentioned, there are only a small number of examples of such WTES systems in 

the literature.  

(Guo et al., 2020) describe how TES is introduced into a wind energy system in order 

to reduce the levelized cost of electricity. In fact, presented here is a hybrid solar-wind-

TES system. However, since the wind resource is a component alongside solar which 

is also a variable energy source, the author is qualifying it as a WTES system. In this 

configuration, the researchers use the fairly common two-tank system, featuring a hot 

and cold tank to separate the TES medium before and after it has been passed through 

a heat exchanger to produce steam to drive a power block. The medium and HTF used 

in this system is molten salt which is heated by an electric resistance heater. Figure 6 is 

a much-simplified version of the system, focusing on the wind resource aspect and how 

the TES is heated.  
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Similarly, (Forsberg et al., 2017) study storing excess electricity in the form of thermal 

energy in specially developed bricks. Here, the researchers are mainly focused on the 

economic impact of high production of variable wind power when demand is low and 

look towards TES as a low-cost method of avoiding an electricity price collapse. Like 

(Guo et al., 2020), the bricks are heated using an electric heater therefore the system 

can be depicted in the same way as Figure 6. The HTF employed in this instance is air. 

 

(Okazaki, Shirai and Nakamura, 2015) describe how TES is used to solve issues of 

dispatchability and high curtailment rates with wind power generation. The particular 

WTES system detailed here produces heat from the wind using a friction-based heat 

generator the researchers call a “light electric brake”. No particular TES medium is 

specified but “salts” are suggested as an option. The researchers report that the WTES 

system is more economical for improving dispatchability of wind energy generation 

than similar Wind-Battery Energy Storage systems. The “heat-generator” method of 

converting the energy available from the wind into thermal energy is depicted in Figure 

7.  

 

 

 

 

Figure 6 - Simplified WTES system using electric resistors to heat the storage medium 
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The heat generator method is also mentioned in (Enescu et al., 2020) as an option that 

avoids the inefficient conversion of electricity to heat that is involved in the systems 

depicted in Figure 6. However, this removes the electricity generating capacity of wind 

turbines, so will likely have limited use in specialised WTES applications. Direct heat 

generation can be achieved using friction as mentioned, or through the fairly novel 

method of electromagnetic induction. Electromagnetic induction is employed by 

(Okazaki, 2020), using Eddy current resistive heating in either a HTF or the storage 

medium itself. The Eddy currents are produced by an alternating magnetic field by 

rotating a static magnetic field. Here, the rotating motion comes from the rotation of 

the wind turbine blades. Similarly, (Karasu and Dincer, 2018) detail electromagnetic 

induction as the heat generation method in a WTES system. The researchers claim the 

method has better energy conversion efficiencies compared to the other methods 

detailed here, yet concede the technology is considerably more complex and expensive 

to construct and operate. An electromagnetic induction system can also be depicted as 

in Figure 7. 

 

This review of existing WTES systems for electricity generation shows the concept is 

novel yet technically and economically viable. According to the author’s knowledge, 

this research is the first time a WTES system in Scotland has been studied. In the 

literature, there is particular attention given to the development of individual 

Figure 7 - Simplified WTES system using a heat generator to heat the TES medium 
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components of the systems, like the method of heating the storage medium and the 

WTES system’s wider influence on the energy system it is part of. 

 

2.4 Wind Data Sources 
 

Pertinent to the construction of the WTES model is the input of energy available from 

wind. The precise method of how this will be calculated will be covered in Section 3.2, 

but first, an appropriate source of wind speed data must be identified. Much research 

that includes the calculation of a wind energy resource uses data measured by the 

researchers (Ozdamar et al., 2005; Belabes et al., 2015). Since this is not a feature of 

this paper, existing data must be downloaded. Ideally, the potential data would be of 

the form of hourly wind speeds at a chosen height in a chosen area. The data in this 

form would allow for the simplest analysis to be made to calculate the energy available 

from the wind. However, upon a review of the available sources, it becomes clear that 

the wind data used will be of a different form. 

 

When reviewing the available sources, they must be filtered to include only detailed 

wind speed data and data that covers the UK. This identified Global Wind Atlas and 

CEDA (Centre for Environmental Data Analysis) from the Met Office as the most 

suitable sources of detailed UK wind speed data (DTU and World Bank Group, 2018; 

Met Office, 2020). The New European Wind Atlas was also considered but it offers 

very similar data to the Global Wind Atlas, just differing in the methodology used to 

collect the data (NEWA, 2019). Investigating the sources further, Global Wind Atlas 

was found to outperform CEDA in a number of metrics. Primarily, the data available 

from Global Wind Atlas is much simpler to access and requires little processing to get 

it in the form of data that can be usefully used to calculate the wind resource potential 

of a chosen area. CEDA data, while precise, requires interpolation in order to create 

continuous wind speed data from discreet point source data measured by individual 

weather stations. This extra step is not required when accessing equally precise Global 

Wind Atlas data. For this reason, Global Wind Atlas will be used in this research. 

 

Global Wind Atlas offers wind speed data of any desired area, selected by the user. The 

data available comes in two files, the rudimentary Plot Data file and more extensive 
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Generalised Wind Climate file (GWC). The Plot Data offers basic wind speed data such 

as monthly average wind speed and power density of the chosen area. These are not 

sufficient to calculate the wind resource potential of an area of Scotland, this must be 

done using data from the GWC. The GWC contains wind speed data in the form of 

Weibull parameters, variables that are part of the Weibull function, at certain reference 

heights. The Weibull function is a wind speed frequency distribution which is 

commonly used to succinctly describe wind resource potential. The GWC and the 

properties of the Weibull function and parameters will be described in more detail in 

Section 3.2. For now, it is sufficient to establish that the data available in the GWC can 

be used to accurately calculate the wind resource potential of a chosen area in Scotland. 

 

2.5 Software Selection 
 

2.5.1 Review of Modelling Tools Available 
 

To simulate a WTES system and be able to investigate its operational performance, an 

energy system modelling tool must be employed. Given the number of options when it 

comes to energy modelling tools, identifying which to use is subject to a literature 

review. First, the key aspects of the WTES system to be modelled and investigated must 

be established. The two key aspects of the proposed WTES system are the wind power 

and integrated TES. This system will need to be modelled as a constituent part of a 

larger energy system (since the WTES system will be part of the energy network in 

Scotland) so will need to model at a regional/local scale. Importantly, the tool should 

be adept at modelling electricity from renewable sources and the tool should be used 

by a considerable number of people. This should hopefully point towards the existence 

of material and users online that could assist in the author’s use of the tool. Additionally, 

if the tool is open access, this would enable the research to be replicated by others more 

easily.  

 

To aid in the identification of suitable energy modelling tools, a number of reviews of 

such tools were consulted. In their extensive 2010 review, (Connolly et al., 2010a) first 

recognized 68 energy system modelling tools, but narrow down to 37 for further 

analysis focusing on tool properties, applications, and users. First, the tools that have a 
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high number of users and are initially free to download are identified: HOMER 

(HOMER Energy LLC), RETscreen (National Resources Canada), energyPRO (EMD 

International A/S), EnergyPLAN (Aalborg University), Invert (Vienna University of 

Technology) and ORCED (Oak Ridge National Laboratory) all meet this initial criteria. 

Next, the tool “types” are identified. From their descriptions, the type of tool employed 

in this research should be a Simulation tool, defined: “simulates the operation of a given 

energy-system to supply a given set of energy demands” and a Bottom Up tool, defined: 

“identifies and analyses the specific energy technologies and thereby identifies 

investment options and alternatives” since the purpose of the tool is to investigate the 

operation of specific technologies. Of the initial six, HOMER, EnergyPLAN, Invert 

and ORCED fit these additional criteria. 

 

The typical applications of the tools are then explored. HOMER and EnergyPLAN are 

unconstrained by a “Specific Focus” whereas Invert and ORCED are mainly used to 

model the dispatch of electricity and the heat sector, respectively. Therefore, these two 

tools are disqualified as they are specialised in an undesired area of energy modelling. 

Both EnergyPLAN and HOMER have the ability to model the electricity sector and at 

the regional/local scale, the desired sector and scale. Considering the information from 

the most extensive review of tools available, HOMER and EnergyPLAN are identified 

as the most promising modelling tools for the system being researched in this paper.  

 

More recently, (Lyden, Pepper and Tuohy, 2018) conduct a review of energy modelling 

tools used in community scale energy systems. They include a focus on energy storage, 

which is also a topic of focus in this paper. A less extensive review, the authors analyse 

the properties and application of 13 tools, screened from 51. When filtering for 

“Practical Considerations” the tools COMPOSE, DER-CAM and EnergyPLAN each 

share the properties of being free and being mainly used for academic purposes. All 

three are all able to model TES, an important aspect of this research. However, 

EnergyPLAN exceeds the user-friendliness and support available than both COMPOSE 

and DER-CAM. The paper also includes HOMER in its investigation and report that 

HOMER is also unable to model TES so was disqualified.  
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This review of energy modelling tool reviews identifies EnergyPLAN as the most 

promising tool for this paper, given it is free, user friendly, is able to model high 

penetration of renewable energy and TES, at a regional/local scale and is supported by 

a selection of training videos and user manuals. 

 

2.5.2 EnergyPLAN  
 

EnergyPLAN can be described as a deterministic energy modelling tool (Connolly et 

al., 2010b; Prina et al., 2018). That is, an EnergyPLAN model with the same inputs will 

always produce the same outputs. Its inputs are usually demand, energy sources, costs 

and regulation strategies (Krajačić et al., 2011; Marczinkowski and Østergaard, 2018). 

EnergyPLAN can model the electricity, heat and transport sectors, or combinations of 

these sectors and will always model the operation of the system over a period of one 

year in one hour timesteps. EnergyPLAN is not an automatic optimisation tool, rather 

it simulates the performance of a pre-selected energy system configuration. Optimising 

with EnergyPLAN is possible, however, it must be done manually (Østergaard, 2015) 

or through pairing with another tool (Pina, Silva and Ferrão, 2013). 

 

To further verify that EnergyPLAN is suitable to model the desired WTES system, a 

brief review of uses and applications of EnergyPLAN was completed. The authors of 

(Østergaard, 2015) identify “integration of renewable energy in the energy system” and 

“high renewable energy scenarios” as the most common areas of study in their review 

of the use of EnergyPLAN, in line with the focus of this research. In the same paper, 

flexibility is discussed as a concept to be incorporated into existing and future energy 

systems. How to measure flexibility in EnergyPLAN is the topic of several research 

papers into energy systems with both renewable and conventional generation (Denholm 

and Margolis, 2007; Nunes, Farias and Brito, 2015). These researchers use Equation 6 

to measure flexibility. 

 

𝐹𝐹𝑚𝑚𝑒𝑒𝑥𝑥𝐹𝐹𝐹𝐹𝐹𝐹𝑚𝑚𝐹𝐹𝑒𝑒𝑦𝑦 = 1 −  𝑃𝑃𝑀𝑀𝑀𝑀{𝑒𝑒1,…,𝑒𝑒𝑖𝑖,…,𝑒𝑒8784}
𝑃𝑃𝑀𝑀𝑀𝑀{𝑒𝑒1,…,𝑒𝑒𝑖𝑖,…,𝑒𝑒8784}  Equation 6 
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Here, ei is the total electricity production of the conventional generation components in 

a system in the ith hour of the year. The variable i can take on values between 1 and 

8,784, the number of hours in a year over which EnergyPLAN completes the 

simulation. MIN and MAX identify the minimum and maximum value of conventional 

generation production in a system out of all the hourly values. Equation 6 will produce 

a value between 0 and 1 which is the factor of which conventional generation 

production can be reduced because renewable sources of energy can take its place. 

EnergyPLAN has been used to model wind energy penetration specifically (Lund, 

2005) and TES in a number of applications, including solely within the electricity sector 

(Tarroja et al., 2012; Child and Breyer, 2016; Marczinkowski and Østergaard, 2019). 

From this research, it is clear that EnergyPLAN will be suitable to model the desired 

WTES system in this paper. 

 

2.5.3 EnergyPLAN Wind Distribution – HOMER 
 

There is one issue with EnergyPLAN, concerning the wind distribution to be used in 

the upcoming model. EnergyPLAN requires hourly wind speed data to be in the format 

of wind power normalised to the capacity of the wind resource. The normalisation of 

wind speed to power is simple enough (and will depend on the features of the wind 

turbine employed), the issue lies with the prerequisite hourly wind speed which Global 

Wind Atlas does not supply. As discussed in Section 2.4, Global Wind Atlas provides 

wind speed data in the form of Weibull Parameters and some select data on average 

wind speeds. Some method of producing synthetic hourly wind speed data from the 

available information in the GWC must be used. 

 

Generation of synthetic wind speed data is an active area of research in wind energy 

engineering. However, upon a review of the relevant literature it is apparent that the 

mathematics employed to generate synthetic wind data is well beyond the scope of this 

work (Turner et al., 2011; Naimo, 2014; Chen and Rabiti, 2017). Instead, a tool will be 

used to generate the synthetic data. A review of such tools in the same fashion as Section 

2.5.1 is not feasible given that their use is not widespread in the literature. After an 

extensive search of potential tools, it can be concluded the most viable option is 

HOMER (a software repeatedly mentioned in Section 2.5.1). HOMER has the 
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capability to generate synthetic wind data from inputs that can be calculated from the 

Global Wind Atlas data (HOMER Pro). The operation of HOMER in the generation of 

synthetic data will be detailed in Section 3.2 Wind Resource Potential. 
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3. Methodology  
 

3.1 Methodology Introduction 
 

The central aim of this research is to create an EnergyPLAN model of a WTES system 

in Scotland. This Methodology section will describe how this model is constructed and 

is split into three parts: Wind Resource Potential, Selection of Thermal Energy Storage 

and Modelling of the WTES System in EnergyPLAN. 

Pertinent to this model, is the input of energy available from wind. As discussed in 

Section 2.4, Global Wind Atlas provides wind speed data in the form of Weibull 

parameters at certain reference heights. The first part of Section 3.2 details the 

mathematics used to extrapolate these parameters to a height other than the reference. 

The second part details the input of the required wind speed data from this calculation 

and the GWC into HOMER to generate synthetic wind speed data. Section 3.2 also 

includes the processing of this information from pure wind seed data into normalised 

wind power data ready to be inputted into EnergyPLAN 

Section 3.3, Selection of Thermal Energy Storage, will concern the identification of the 

suitable TES technology to be integrated with the wind energy system. This will not 

include the novel design and modelling of a TES system. Instead, using information 

from the literature review - and from further research into technologies utilised for 

Electric TES - the technical and economic parameters of the most suitable system will 

be identified for modelling in EnergyPLAN. 

Lastly, Section 3.4 will describe the construction of the WTES model in EnergyPLAN. 

The first subsection details the sizing of the different components of the EnergyPLAN 

model. The following subsection details the information needed for the model to 

replicate the Scottish energy system as precisely as possible. This includes information 

such as conventional generation fuel ratios and fuel CO2 content. The last subsection 

regards the costing of the system, from component capital and maintenance costs to the 

import and export prices of the External Market. 
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3.2 Wind Resource Potential  
 

3.2.1 Weibull Distribution and Parameters  
 

When calculating the energy available from a wind turbine, two models are 

conventionally required. First, the turbine power curve; a wind speed-power relation 

using Equation 7 (Belabes et al., 2015) with the limits of cut-in speed, rated power and 

cut-out speed imposed by the features of the chosen turbines. 

 

𝑃𝑃 = 1
2
𝐴𝐴𝐴𝐴𝐶𝐶𝑝𝑝𝑉𝑉3   Equation 7 

 

Here, P = power, A = area swept by the blades, ρ = air density, Cp = power coefficient 

and V = wind speed. Equation 7 shows the importance of wind speed in the model, 

given power is proportional to wind speed cubed. Bear in mind that power coefficient 

Cp is different than specific heat capacity cp from Equation 1. 

 

Second, the two-parameter Weibull distribution; a density function of the wind speed 

distribution in a specified area, at the specified height. The name “two-parameter” refers 

to the characteristic parameters that define the curve, called the scale factor c and shape 

factor k. The Weibull distribution is shown in Equation 8 (Belabes et al., 2015). 

 

𝑓𝑓(𝑣𝑣) = �𝑘𝑘
𝑐𝑐
� �𝑣𝑣

𝑐𝑐
�
𝑘𝑘−1

𝑒𝑒𝑒𝑒𝑒𝑒 (−�𝑣𝑣
𝑐𝑐
�
𝑘𝑘

) Equation 8 

 

Here, the two-parameter nature of the density function is evident, with scale factor c (in 

units of m/s) and the dimensionless shape factor k the only variables besides wind speed 

affecting the variable f(v), the probability of likelihood of any speed v. As discussed in 

Section 2.4, Global Wind Atlas supplies wind data as Weibull parameters, in the form 

of in a frequency distribution table. However, this data only corresponds to certain 

heights, and it is unlikely that the chosen turbines will be at this exact height. Therefore, 

a method of calculating the Weibull parameters at different heights must be used. 
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3.2.2 Hellmann’s Power Law 
 

Hellmann’s Power Law is most commonly employed when extrapolating wind speed 

data from the anemometer height (where the measurement takes place) to the desired 

height, shown in Equation 9 (Belabes et al., 2015). The simple equation describes the 

vertical gradient in the horizontal wind speed. Wind speeds tend to increase with height 

– until approximately 1,000m - as a result of the atmospheric thermal gradient and 

friction forces introduced by the terrain (Bañuelos-Ruedas, Ángeles Camacho and Rios-

Marcuello, 2011) 

 
𝑣𝑣
𝑣𝑣0

= ( ℎ
ℎ0

)𝑛𝑛 Equation 9 

 

Here, v is the wind speed at the desired height, h; v0 is the wind speed at anemometer 

height, h0. The index n is the surface roughness length or coefficient, a measure of the 

effect of the surrounding terrain on the wind speed and can range from ~0 to 3. Table 4 

shows a range of terrains and the approximate corresponding roughness length 

(Manwell, McGowan and Rogers, 2010). In much research, n is estimated and not 

measured (Ozdamar et al., 2005; Kaabeche, Belhamel and Ibtiouen, 2011) with 

assumptions regularly landing on a value between 0.1 and 0.143 – the latter often 

invoked as a “standard” value for low roughness terrain (Ucar and Balo, 2008; Albani, 

Ibrahim and Yong, 2019). 
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Table 4 - Selected Terrains and their corresponding roughness coefficient 

Terrain Description Surface Roughness Length, n (m) 

Calm open sea 0.0002 

Blown sea 0.0005 

Snow surface 0.003 

Rough pasture 0.010 

Crops 0.05 

Few trees 0.1 

Many trees, few buildings 0.25 

Forest and woodlands 0.5 

Suburbs 1.5 

City centre, tall buildings 3 

 

 

Following Hellmann’s Power Law, the Weibull parameters can be extrapolated to the 

desired height through the equations listed below (Justus and Mikhail, 1976). 

 

c(h) = c0 �
h
h0
�
z
 Equation 10 

 

k(h) = k0[1−0.088 ln(h0 10� )

1−0.088 ln(h 10� )
] Equation 11 

 

z = [0.37 −0.088 ln(c0)]

[1−0.088 ln�h 10� �]
 Equation 12 

 

Equation 10 is of a similar form as Equation 9, calculating the scale factor c of the 

Weibull distribution at the desired height h, extrapolated from the scale factor c0 at the 

anemometer height h0. This extrapolation is facilitated through the index z which is 

detailed in Equation 12. The Weibull shape factor k at height h is calculated using 

Equation 11 and k0, shape factor at anemometer height. 
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Finally, the last unknown variable used in Equation 7 is the power coefficient, Cp. The 

power coefficient is a measure of how efficiently a turbine converts the kinetic energy 

in the wind into useful electrical energy. Cp varies with wind speed and pitch angle of 

the turbine blades, however this will not be investigated in this paper. Unfortunately, 

wind turbine Cp data is considered confidential commercial information and is generally 

unavailable to the public. However, the Cp of different wind speeds can be estimated 

from its relationship with the tip speed ratio, λ. Equation 13 shows how λ for the chosen 

turbines can be calculated for different wind speeds.  

 

λ = blade tip speed
wind speed

=
�rotational speed (rpm)∗π∗D

60 �

wind speed
 Equation 13 

 

Here, the rotational speed refers to the turbine rotor and will either be a constant value 

or have a range of values if the turbine is geared. To estimate the varying Cp values 

from the λ values, a generic Cp-λ curve can be consulted as shown in Figure 8 (Manwell, 

McGowan and Rogers, 2010). Therefore, using Equation 13 and Figure 8, the Cp values 

for different wind speeds can be estimated. 

 

 

Figure 8 - Generic Cp-λ used to estimate the power coefficient at different wind 
speeds 
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There exist other methods of wind speed extrapolation including variations of the power 

law and other methods based on entirely different mathematics (Gualtieri, 2019). 

However, these methods are generally used in research focusing on the statistical 

technique used in extrapolation. This is not the focus of this research and these methods 

are beyond the scope of the work. The data available from Global Wind Atlas and 

Hellmann’s Power Law outlined in Equations 9-12, will be sufficient to calculate the 

Weibull distribution of the wind speed in the desired area. 

 

3.2.2 Generating Synthetic Wind Distribution  
 

As discussed in Section 2.5, HOMER Pro will be used to produce hourly wind speed 

data over a time period of one year. HOMER Pro requires four variables in order 

synthetically generate the data, all of which can be calculated from data available from 

Global Wind Atlas or estimated: 

 

• Weibull shape factor k 

• 1-hour Auto-correlation factor – a measure of how much the wind speed in one 

time step depends on the wind speed in the previous time step. 

• Diurnal Pattern Strength – a measure of how much the wind speed depends on 

the time of day. 

• Hour of Peak Wind Speed – the hour of day that on average is the windiest.  

 

The procedure to calculate Weibull shape factor k using the data available from Global 

Wind Atlas has been covered in Section 3.2.1. As for the remaining three variables, 

HOMER Pro claims the 1-hour Auto-Correlation factor is usually between 0.8-0.95 

with areas of complex and simple landscape corresponding to smaller and larger values, 

respectively (HOMER Energy, 2016; Brett and Tuller, 1988). This factor can be 

calculated using methods of statistical analysis that are unnecessarily complex for this 

research and estimation of the value will suffice (Cavallo, 2010). 

 

A feature of Diurnal Pattern Strength (DPS) is its tendency to increase with height. That 

is, the peak wind speed in a specified area tends to be later in the day as the anemometer 
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height increases (Tian et al., 2020). As with the 1-hour Auto-Correlation factor, the 

calculation of DPS for synthetic wind data is an active area of research, with no one 

method proving to be applicable to all scenarios (Carapellucci and Giordano, 2013). In 

this research it will again suffice to estimate this value and HOMER Pro states the DPS 

is usually between 0.0-0.4, with a “standard” value of 0.25 (HOMER Energy, 2016). 

When making this estimation, consideration should be made with regards to the 

variation in DPS with height as mentioned. Lastly, the Hour of Peak Wind Speed can 

be found from the Global Wind Atlas data. This figure will also give insight into what 

value should be estimated for DPS i.e. if the Hour of Peak Wind Speed is late in the day 

for high turbines, the DPS should be estimated as larger than 0.25. 

 

Finally, the EnergyPLAN distribution requires the wind speed data to be converted to 

wind power, normalised to the turbine rated power and formatted as a set of values, one 

for each hour of the year, between 0-1. Once completed, this artificial wind speed data, 

synthesized using values from Global Wind Atlas and HOMER Pro, is fit for use in 

EnergyPLAN. 

  

3.3 Selection of Thermal Energy Storage 
 

3.3.1 Criteria 
 

In Section 2.2.5, some basic criteria were established regarding the desired properties 

of the material to be used in the TES system for generating electricity. To recap, these 

criteria were: 

• The material must be able to store energy at a high temperature, in order to be 

coupled to thermal turbines that require working temperatures ~600°C to 

operate (Fernandes et al., 2012). This can be interpreted as having a large ΔT 

according to Equation 1. 

• The material will have to be stable at high temperatures. That is, it must not 

have any mechanical structural problems, or undergo any chemical 

decomposition or phase change at high temperatures. This must be the case 

through many thermal cycles and over a long period of time.  
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• The material must have a high thermal conductivity. This is a measure of the 

charging and discharging capabilities of the material. 

 

This led to the identification of solid SHS materials as the preferred choice, given they 

outperform LHS and liquid SHS in the three main criteria presented here. The aim of 

this section is to identify the optimum solid SHS material and TES system configuration 

for Electric TES from the literature. 

 
3.3.2 TES System Configuration – Packed Bed 
 

Regarding system configuration, the author believes that the best choice for this 

particular setup, is that of a packed bed system. A packed bed is a container tank filled 

with a solid SHS material made up of discreet, small particles, often called a “filler”. 

Thermal energy is transferred to the filler through the Heat Transfer Fluid (HTF) when 

charging and from the filler when discharging. Packed beds are generally cylindrical, 

however, in the literature there is particular attention given to the study of the thermal 

properties of different geometries of packed beds (Mertens et al., 2014). The filler can 

be any solid material with examples of sand, crushed rocks and pebbles in the literature 

(Mawire et al., 2009; Bruch, Fourmigué and Couturier, 2014; McTigue, Markides and 

White, 2018). The HTF is often a gas with instances of air, argon and supercritical 

carbon dioxide found in the literature (White, McTigue and Markides, 2016; McTigue 

and White, 2018; McTigue, Markides and White, 2018) alongside less common liquids, 

mainly synthetic oils (Bruch, Fourmigué and Couturier, 2014). 

 

Packed beds are generally considered to be more compact than other SHS container 

tanks, especially the commonplace two-tank system used in many SHS systems using 

molten salt. The use of an axial air flow as the HTF means packed beds are unable to 

charge and discharge at the same time, unlike some energy storage systems. This should 

be considered when constructing the model in EnergyPLAN. In this paper, the HTF 

will be air, given its simpler handling and cheaper costs compared to other gases 

(Johnson et al., 2018). Air does have a poorer heat capacity compared to some synthetic 

oils and other gases, which should translate as the system having a lower than optimum 

efficiency (Mertens et al., 2014). The air will be heated using an electric heater powered 
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by the wind turbines, similar to the electrical resistor heaters in Figure 6 in Section 2.3. 

Another negative impact on efficiency will be the irregular charging of the packed bed 

filler. (McTigue, Markides and White, 2018) found that irregular charging periods, such 

as those caused by a variable renewable energy source, reduce the roundtrip thermal 

efficiency of packed bed storage systems. 

 

A feature of packed beds is the formation of a thermocline across the storage material. 

A thermocline is a thermal gradient introduced and maintained by the axial flow of the 

HTF. The existence of a thermocline improves the charging and discharging 

efficiencies of the TES system, and avoidance of its degradation is an active area of 

research (Geissbühler et al., 2019). This leads to packed bed systems having relatively 

large roundtrip thermal efficiencies compared to other SHS configurations (Strasser and 

Selvam, 2014; Mostafavi Tehrani et al., 2017; Johnson et al., 2018). 

 

3.3.3 SHS Material – Alumina Beads 
 

Regarding storage material, based on the Literature Review and Table 1, the author 

believes that the best choice for this particular setup is alumina beads (aluminium oxide, 

Al2O3). Sintered alumina beads have a high working temperature of up to 700°C , high 

thermal conductivity, high mechanical and thermal stability at high temperatures over 

many thermal cycles and a high heat capacity (Anderson et al., 2015). This meets the 

qualifying criteria outlined in Sections 2.2.5 and 3.3.1. Table 5 shows the thermal 

properties of alumina beads (Koçak and Paksoy, 2019; Alumina Energy, 2020). 

 

Table 5 - Thermal Properties of Alumina Beads 

Energy 

Density 

(kJ/kg) 

Specific 

Heat 

Capacity 

(kJ/kg.K) 

Working 

Temperature, 

ΔT (°C) 

Thermal 

Conductivity 

(W/m.K) 

Lifetime 

2447 0.920 120-700 30 30+ 

years 
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Alumina beads are found to have high storage efficiency (low heat loss), especially 

when the packed bed container is an insulted carbon steel tank (Cascetta et al., 2015). 

They have a large lifetime, 30+ years is usually quoted as the highest possible lifetime 

for a SHS material (Argyrou, Christodoulides and Kalogirou, 2018). Alumina beads are 

slightly more expensive than some other similar SHS materials, but they are 

environmentally low impact and are relatively simple to handle. The selection of 

alumina beads as the storage material is bolstered by the literature, where alumina beads 

have been regularly investigated as a filler material in packed bed high temperature 

SHS (Cascetta et al., 2015; Koçak and Paksoy, 2019). 

 

Figure 9 shows the general schematic of a packed bed heat storage system using 

alumina beads as the filler. Figure 10 is a combination of Figure 9 and Figure 6 from 

Section 2.3, showing the alumina beads packed bed storage system integrated with wind 

turbines that will be modelled in EnergyPLAN. The electric air heater heats the air using 

electrical resistors. The gradient of colours from red to yellow is to show relatively 

different temperatures of the alumina beads, the existence of which forms a 

thermocline. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9 -General Schematic of an Alumina Beads Packed Bed SHS System 

Figure 9 – General schematic of an alumina beads packed bed SHS system 



47 

 

 

Figure 10 - Schematic of alumina beads packed bed SHS system within a WTES system 

 

Identification of the technical and economic parameters to model the packed bed TES 

system in EnergyPLAN will be covered in the next section. 

 

3.4 Modelling of the WTES System in EnergyPLAN 
 

3.4.1 Background and Schematic 
 

This section will detail how the information pertaining to the wind resource potential 

and to the TES parts of the project will be combined and modelled in EnergyPLAN. 

The WTES system will be modelled in a larger energy system, as this is how it would 

work in reality, and the interactions between different parts of the system are crucial 

aspects of its operation. This model will as closely resemble Scotland as possible, using 

economic and technical data that relates to Scotland or the UK. The main elements of 

the larger energy system model will be an electricity demand, conventional fossil fuel 

generation and an external market, alongside the wind power and TES components of 

the WTES system. The system will be very simplified compared to any real model of 

the Scottish energy system, as in this case, the interest is in the basic function of the 
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WTES within a larger system, that therefore does not need to be unnecessarily complex. 

A schematic of the simplified system is shown in Figure 11. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11 shows the absence of the heat and transport sectors from the system. In 

reality, the larger energy system would include these sectors, but since the WTES 

system would have no effect on these sectors, they can be omitted. Note the lack of 

connection between the conventional generation or the External Market and the TES. 

It is crucial that EnergyPLAN does not allow any excess energy produced or imported 

by the conventional generation or the External Market to be stored in the TES. The TES 

must be isolated apart from its connection to the variable wind resource in order to 

accurately model a WTES system. 

 

3.4.2 Sizing and System Components 
 

The first step in constructing the EnergyPLAN model is to determine the electricity 

demand. Ideally, the total demand would be a figure representing a small part of the 

Scottish electricity system. Scotland had a total electricity demand of 24.15TWh in 

2018 (Scottish Goverment, 2020) so a demand of 0.5TWh/year was selected to 

represent a small yet significant part of the Scottish electricity system. This figure is 

somewhat arbitrary as what matters more is the sizing of the electricity generation 

sources relative to the demand and to one another. The distribution of this total is 

Figure 11 - Schematic of desired simplified EnergyPLAN model 
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calculated according to the distribution file provided with EnergyPLAN, 

“hour.electricity.”. This total demand paired with “hour.electricity” results in an 

average electricity demand of 56MW and a maximum and minimum of 88MW and 

29MW respectively. 

 

Next, the conventional generation, wind resource and storage must be sized. The 

operational strategy of EnergyPLAN means that in order for the storage option to be 

adequately utilised, the system must be very renewable energy heavy. However, in the 

interest of building a replication of Scotland’s energy system - and exploring the 

interactions between different elements of the system - the sizes will also ensure that 

all components have an important role to play. 

 

The conventional generation is represented by PP1 (Power Plant 1) in EnergyPLAN. 

PP1 is intended to act as a CHP plant, supplying both electricity and heating demand. 

The use of a CHP plant in this model to generate only electricity is unproblematic as no 

heating demand is included in the simple EnergyPLAN system. PP1 is assigned a 

capacity of 25MW, enabling it to supply a considerable portion of the electricity 

demand, but still enabling the majority of the supply to be met with renewables. The 

efficiency of PP1 depends on the kind of power plant that it is representing. In Scotland 

in 2018, 15.7% of electricity was generated using fossil plants of which 15.1% is from 

natural gas and 0.6% is from fuel oil (Scottish Goverment, 2020). The UK Government 

cite an average efficiency of 48.8% for Combined Cycle Gas Turbine (CCGT) plants 

in the UK, so this value is used for the efficiency of PP1 (Department of Business 

Energy and Industrial Strategy, 2020). 

 

The wind resource is defined by four factors: the total wind capacity, the stabilisation 

share, the correction factor and the distribution. The precise capacity will depend on the 

chosen model of turbine, which will be covered in Section 4.2. Recall, the capacity of 

the wind resource must be large in comparison to PP1 in order for EnergyPLAN to fully 

utilise the storage system. The stabilisation share represents how much of the installed 

renewable capacity contributes to grid stability services like frequency regulation. This 

is assigned a value of 0% as renewable sources are not able to effectively contribute to 

grid stability as has been discussed in Section 2.1. The correction factor adjusts the 
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generation capacity but is not required for this model as the full capacity of the turbines 

should be used. Calculation of the distribution has been detailed in Section 3.2. 

 

EnergyPLAN has many options for modelling the TES system. The most suitable is the 

Rockbed storage, which is described as “high temperature electricity storage” in the 

EnergyPLAN manual, which is an accurate description of what the author has been 

referring to as Electric TES. Throughout this report, “Rockbed storage” is referring to 

Electric TES. The storage is defined by six factors: charging capacity, discharging 

capacity, energy capacity, heat loss per hour, fuel in/steam out ratio (effectively 

efficiency) and share of PP1 that the Rockbed output has access to. The effect of 

changing the charging, discharging and energy capacity will be investigated in Section 

4.2. These factors are dependent on cost, with many TES systems costed according to 

their power and energy capacity (i.e. £/kW or £/kWh). As for the remaining three 

factors, the share of PP1 that the Rockbed storage has access to is set at 100%, to ensure 

the Electric TES is utilised as much as possible, however, this is recognised as 

unrealistic and will be discussed further in Section 4.2. The loss per hour associated 

with an alumina beads packed bed SHS system can be found in the literature. Values 

range between <0.5-3% of thermal energy loss per hour, depending on the particular 

configuration of the packed bed and the fraction of capacity utilised in each charging 

cycle (Johnson et al., 2018; McTigue, Markides and White, 2018).  A value of 1.5% 

heat loss per hour is assigned to the energy model plan, as it is within this range, is 

similar to a study that used a packed bed configuration (Koçak and Paksoy, 2019), and 

is within the range cited by more general reviews of TES systems (Argyrou, 

Christodoulides and Kalogirou, 2018). As for the fuel in/steam out ratio, which can be 

viewed as the efficiency of the system, TES systems in general report a relatively low 

value. Reviews of TES systems state 30-60% efficiency and when considering the use 

of air as an HTF and the irregular charging periods expected with a WTES system, the 

efficiency was estimated at the low value of 40%. Comparing to Figure 10, the 

“Electricity Conversion” component is contained within the Rockbed storage. Table 6 

gives a short summary of the parameters that define the electricity generating 

components of the EnergyPLAN model. 
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Table 6 - Summary of the electricity generating components of the EnergyPLAN 
model 

Parameter Value 

PP1 Capacity 25MW 

PP1 Efficiency 48.8% 

PP1 distribution Hour.electricity.txt 

Wind Distribution To be calculated in Section 4.2 

Wind Capacity  To be determined in Section 4.3 

Charging Capacity To be investigated in Section 4.3 (10s of 

MW) 

Discharging Capacity To be investigated in Section 4.3 (10s of 

MW) 

Energy Capacity Dependent on Cost, will be discussed in 

Section 3.4.4 (1s of GWh) 

Heat Loss per Hour 1.5% 

Share of PP1 100% 

Fuel in/Steam Out Ratio (efficiency) 40% 

 

3.4.3 Additional Information and EnergyPLAN Model Operation 
 

EnergyPLAN requires some more information to be inputted in order to flesh out and 

accurately model the system. As discussed in Section 3.4.2, in Scotland, natural gas and 

oil produce 15.1% and 0.6% of gross electricity. This can be represented in the Supply 

 Fuel Distribution tab using a fixed ratio of fuels of 151:6. The CO2 content of the 

fuels, in Supply  CO2, can be ascertained to be 50.28kgCO2/GJ for natural gas and 

69.72kgCO2/GJ for oil (DEFRA, 2007; Department for Business Energy and Industrial 

Strategy, 2019). The costs of these fuels are 2.78 £/GJ for natural gas and 1.67 £/GJ for 

fuel oil (Bloomberg, 2020; Ofgem, 2020). There are no taxes or handling costs included 

in the system. 

 

The final component of the EnergyPLAN model is the External Market. The External 

Market exists for excess electricity production to be exported for a profit and for 



52 

 

electricity to be imported in the case of a dearth in supply, at a cost. Like other 

components, the External Market requires a price distribution: one entry for each hour 

of the year, of the market value of 1MWh of electricity. Such data for UK prices can be 

downloaded from the Nord Pool website (Nord Pool, 2020). 2019 data is used in the 

model, as it is the most recent full year. The operation of Rockbed storage and the 

External Market in EnergyPLAN is where the model runs into a major issue. As 

outlined in the EnergyPLAN manual, in the case of excess electricity production, the 

model will prioritise selling the electricity on the External Market over storing it in the 

Rockbed (Lund and Thellufsen, 2019). This cannot be overcome by any definitive 

means in EnergyPLAN (such as a different operating strategy) so must be dealt with by 

restricting the model transmission capability, to a figure of 5MW. This results in the 

diminished capacity of the connection to the External Market. This is largely 

unrepresentative of the Scottish energy system as Scotland is connected to other parts 

of the UK and to Europe with transmission cables with capacities that exceed 1GW 

(SSE, 2016; SP Energy Networks, 2020). However, this is the only method of ensuring 

that the Rockbed storage is fully utilised. The External Market is not assigned any 

addition, multiplication or elasticity factors as the model does not need to include any 

increase in CO2 or fuel prices or consider how imports and exports affect the market. 

 

This restriction of the transmission capacity will ensure that in every situation that is 

ran, Critical Excess Electricity Production (CEEP) will be reached. CEEP is the amount 

of electricity that had to be exported from the energy system but could not because the 

required transmission capacity was not available. The regulation strategy that is chosen 

as response to CEEP is number 7, “Reducing power plant in combination with RES1 

(wind)”, as it is the strategy that favours reduction in PP1 supply alongside the wind 

resource, as opposed to other strategies that just reduce the wind output. 

 

Lastly, EnergyPLAN contains two options for simulating the model. The Market 

Economic simulation option focuses on reducing costs and will be discussed in Section 

3.4.4 shortly. The Technical simulation option in EnergyPLAN simulates the operation 

of the model, prioritising reducing the use of fossil fuels and meeting electricity demand 

using the wind resource and the Rockbed storage. This simulation strategy can be used 

to investigate the utilisation of the Rockbed storage and the integration of the wind 
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energy into the system through measuring flexibility, as shown in Equation 6. The 

Technical Simulation also ensures that there exists no connection between PP1 and the 

Rockbed Storage, so the integrated WTES system desired is successfully constructed 

in EnergyPLAN. 

3.4.4 Costing the Components 
 

PP1, the wind resource and the Rockbed require costing data, both a capital investment 

cost and an Operations and Maintenance cost (O&M). Costs for natural gas and fuel oil 

have been established in Section 3.4.3. Many of the upcoming references used in 

costing the components of the EnergyPLAN model originally quote the prices in US 

Dollars or Euros, and they are often not up to date. To address this, every price that will 

be cited in this section has been converted to Great British Pounds and adjusted for 

inflation (if needed). Foreign markets having different prices than what could be 

expected in the UK has not been accounted for. 

 

(The UK 2050 Calculator, 2020) states that CCGT power plants can cost between 776-

1040 £/kW with an O&M cost of between 1-7%. Similar data is quoted by (EIA, 2016), 

806 £/kW and an O&M cost of ~3%. Therefore, the cost data inputted to EnergyPLAN 

for PP1 is 800 £/kW and an O&M of 3%. Wind turbine capital cost is quoted by 

(Renewable Energy Agency, 2012) as 1.71 million £/MW and by (WindIndustry.org, 

2020) as between 1.1 million – 1.7 million £/MW. Regarding O&M costs, (Renewable 

Energy Agency, 2012) give a figure in £/kWh, and using the value of 0.19TWh/year of 

wind energy produced a year from EnergyPLAN this works out to an O&M cost of 1.6-

3.2% of investment. Similarly, (Blanco, 2009) quote an O&M cost in €/kWh, which 

comes out to 1.35-2.1% of investment. Therefore, a reasonable choice for wind turbine 

O&M costs is 2%. For Rockbed storage, (Glatzmaier, 2011) breakdown the costs of a 

high temperature molten salt SHS system into individual components that comes out to 

12.10 £/kWh. Another study, (Mostafavi Tehrani et al., 2017) states 14.80 £/kWh is the 

cost for a Single Medium Thermocline with a carbon steel tank as the container (a 

categorisation of TES system that alumina beads packed bed would fit into). Yet this 

method uses concrete as the filler, considering alumina beads are a more expensive 

storage medium than concrete, the cost is assigned as 15 £/kWh. No information could 

be found that pertained specifically to O&M costs of Electric TES using SHS. Referring 
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to the values of 3% and 2% for PP1 and the wind resource, a Rockbed O&M cost of 

3% was inputted in EnergyPLAN. 

 

In EnergyPLAN, the Rockbed cost data is only linked to the energy capacity of the 

system not the power capacity. Therefore, the energy capacity will be changed along 

with the power capacity. This is to simulate higher costs associated with more powerful 

equipment. The Market Economic simulation in EnergyPLAN has the goal of reducing 

fossil fuel use while also ensuring a system that is run at as low a cost as possible. 

Finally, a “standard” interest value of 3% is assigned to the EnergyPLAN model 

(Connolly, 2015). Table 7 summarises the cost data for the EnergyPLAN model: 

 

Table 7 - EnergyPLAN Cost Data 

 

 

 

 

 

 

 

 

 

 

 

Parameter Cost 

PP1 Investment 800 £/kWh 

PP1 O&M 3% of investment 

Wind Investment 1.7 million £/MW 

Wind O&M 2% of investment 

Rockbed Investment 15 £/kWh 

Rockbed O&M 3% of investment 

Natural Gas 2.78 £/GJ 

Fuel Oil 1.67 /GJ 
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4. Case Study and Results 
 

4.1 Case Study Introduction 
 

In this section, the methodology outlined in Section 3 will be applied to a hypothetical 

Wind-Thermal Energy Storage system in Scotland. The Case Study will be split into 

two subsections: Wind Resource Potential Case Study and EnergyPLAN Modelling 

Results. 

 

The aim of Section 4.2, Wind Resource Potential Case Study, is to calculate the energy 

available from the wind using the data available from Global Wind Atlas and Equations 

8-13, as outlined Section 3.2 of the Methodology. These energy yield figures will then 

have losses applied to compare with figures from ScottishPower to validate the results. 

The validated results will be inputted to HOMER Pro to generate synthetic wind speed 

data to be used in the EnergyPLAN Model. 

 

Section 4.3, EnergyPLAN Modelling Results, presents and discusses the results of the 

Technical and Market Economic simulations carried out in EnergyPLAN. The 

influence of the WTES system on the flexibility of the larger system is investigated 

alongside the operation of the TES when its energy and power capacity parameters are 

changed. The effect of the WTES on the system CO2 emissions and costs are also 

investigated. 

 

4.2 Wind Resource Potential Case Study 
 

4.2.1 Weibull Parameters 
 

Upon accessing Global Wind Atlas to download wind speed data, one must first identify 

the area from which the data will be taken. Here, there are two choices: an area that 

already has wind turbine/wind farm development or an area without (but presumably 

still with promising wind speed resources). The former choice of an area already 

containing wind turbines is preferred because it immediately gives credence to the 

project by linking it with the realities of the current energy system. Further, it avoids 
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any questions such as those over the lack of Environmental Impact Assessment or 

adequate transmission infrastructure that could delegitimise the work. The site chosen 

overlaps with the area of the Whitelee wind farm in southern Scotland, shown in Figure 

12. Figure 13 below shows the same area with the wind speed data layer enabled. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12 - The area in Global Wind Atlas chosen for the wind speed data 

Figure 13 - the same area in Global Wind Atlas with wind speed data overlain 
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An important aspect of WTES system are the wind turbines. The type of wind turbine 

employed will have an effect on the total power produced according to the features of 

cut-in speed, cut-out speed, rated speed and rated power. To identify a turbine to be 

used in this system, a review was completed of the six largest onshore wind farms in 

Scotland, and what turbines are used at each. The results are shown in Table 8. 

 

Table 8 - Largest wind farms in Scotland and what turbines are in use 

Farm Operator Turbine Make Rating 

Whitelee Scottish Power Siemens SWT-2.3 2.3 MW 

Clyde SSE Siemens SWT-2.3 2.3 MW 

Crystal Rig Fred Olsen 

Renewables 

Nordex N80 and 

Siemens SWT-2.3 

2.5 MW 

Black Law Scottish Power Siemens (2.3MW 

definitely) 

54 x 2.3 MW, 11 x 

1.67 MW, 23 x 2 

MW, 

Hayard SSE Siemens SWT-2.3  2.3MW 

Farr Ventient Bonus B82/2300 

(Subsidiary of 

Siemens) 

2.3 MW 

 

(Fred Olsen Renewables, no date; Power Technology, no date; ScottishPower, 2020; 

The Wind Power, 2020c, 2020b, 2020a) 

 

The most commonly used turbine at the six largest wind farms is the Siemens SWT-

2.3. Given that it is also the turbine used at Whitelee wind farm, this will be the turbine 

chosen to be a part of the WTES system. Table 9 lists the relevant parameters of the 

Siemens SWT-2.3 Turbine. Figure 14 is the power curve associated with the Siemens 

SWT-2.3 turbine (The Wind Power, 2018). 
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Table 9 - Features of Siemens SWT 2.3 Turbine 

Feature of Siemens SWT 2.3 Turbine Value 

Cut-in speed 3.5m/s 

Rated speed 13m/s 

Cut-out speed 25m/s 

Rated Power 2.3MW 

Hub Height 65m 

Diameter 90m 

 

 

 

 

Figure 14 - Power curve of the Siemens SWT-2.3 turbine 

 

When the GWC file from Global Wind Atlas has been downloaded some processing of 

the data is needed before the equations from Section 3.2 can be utilised. As discussed, 

the file provides Weibull shape and scale factors in form of a frequency distribution at 

certain reference heights, h0 and roughness coefficients n. The reference height of 50m 

is chosen as it is closest to the height of the Siemens SWT-2.3 turbine. As for roughness 

coefficient, referring to Table 4 the coefficient for this terrain at Whitelee wind 

corresponds to a value of 0.1. Since the GWC supplies Weibull data at a reference 
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roughness of 0.1 this eliminates the need to modify the data from the reference 

roughness coefficient data supplied. 

 

From the frequency distribution table, an average shape and scale factor at n = 0.1 and 

h0 = 50m called the reference shape and scale factor can be calculated as k0 = 2.018 and 

c0 = 8.568m/s. Using Microsoft Excel, Equations 10-12 with h = 65m can be applied to 

calculate k(h) = 2.073 and c(h) = 9.069m/s. Moreover, using Equation 13 and Figure 8 

the power coefficient of the turbine at different wind speeds can be estimated. The 

Microsoft Excel function “WEIBULL” produces a Weibull distribution of wind speeds, 

shown in Figure 15, with a wind speed bin size of 1m/s. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Equation 7 can then be used to calculate the energy produced by one wind turbine. First 

the variables must be defined using the available data from the calculations and 

information about the turbine. The frequency of wind speeds from the Weibull 

Distribution data can be extrapolated to the number of hours per year at such wind 

speeds. The swept area can be calculated from the diameter of the blades to be 

6,361.73m2 and the air density can be taken as a standard value of 1.225kg/m3 (Belabes 

et al., 2015). This completes the calculation of the necessary variables. Taken together, 
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Figure 15 - Weibull distribution of wind speed at chosen area at height of 65m 
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Equation 7 calculates the energy available over one year from one wind turbine at the 

site to be 8,291,723.69kWh 

 

This figure is not particularly relevant on its own, however, it along with loss 

considerations can be compared to figures from ScottishPower of the Whitelee wind 

farm to check the calculations and validate the results. Assuming the WTES system 

will include more than one turbine, there are many sources of energy loss in the energy 

extraction from the wind: 

 

• Wake losses – wake losses are caused by the downstream disturbance of wind 

by a turbine in front of others in a wind farm. Much consideration is given to 

the placement of wind turbines in arrays since the avoidance of excessive wake 

losses is a relatively simple way of increasing the energy yield of a wind farm 

(Hwang et al., 2015; Yang et al., 2019). Measurement of wake losses can be 

completed using a variety of mathematical techniques that vary in complexity, 

however, it will suffice to estimate wake losses at 15% of the energy yield 

(Manwell, McGowan and Rogers, 2010; Schallenberg-Rodriguez, 2013). 

• Availability – availability losses concern a reduction in energy produced due to 

turbine downtime for maintenance. Research has shown that such downtime 

leads to an 11% decrease in energy production (Harman, 2010). This figure also 

covers turbines failing in extremely windy conditions. 

• Operating Efficiency – operating efficiency losses are the energy losses caused 

by sub-optimal control systems, misaligned components, and other electrical 

issues. These can be estimated as the relatively smaller value of 2% energy 

reduction (Harman, 2010; Colmenar-Santos et al., 2014) 

• Generator Losses – generator losses encompass many different, smaller losses 

that occur during the generation of electricity, including: gearbox, windage, ball 

bearing, copper, Eddy current, hysteresis and stray load loss. Research has 

shown that such losses can reduce the energy yield of a wind turbine by 9% 

(Inoue et al., 2005) 
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There exist other losses that do no need to be applied in this case. Ageing is the general 

deterioration of performance of turbines over time, however since the effect is poorly 

understood and not the focus of the paper it will not be included. In Section 3.2, 

Hellmann’s Power Law describes the vertical gradient of horizontal wind speed which, 

in theory, could be applied to the large vertical distances covered by the turbine blades. 

This could potentially lead to losses and other deterioration problems by introducing 

wind shear on the blades (Albani, Ibrahim and Yong, 2019). This is a highly specialised 

loss effect that will not be included in this system, however, the author is aware of its 

implications. Other potential losses are due to minor features of the operation of a wind 

turbine such as blade fouling which will be omitted in this study due to time limitations. 

 

Combining the relevant losses, 

 

True Energy Yield = Ideal Energy Yield * (Wake Effect * Availability * Operating 

Efficiency *Generator Losses) 

 

True Energy Yield = Ideal Energy Yield * (0.85 * 0.89 * 0.98 * 0.91) = Ideal Energy 

Yield * 0.675 

 

This figure can be used to validate the energy yield and losses calculation. 

ScottishPower claim that the Whitelee wind farm with its 215 turbines, generates 

electricity for 298,837 homes at an average of 4,266kWh consumption per household 

(ScottishPower, 2020). Combining these figures, one of ScottishPower’s turbines at 

Whitelee produces, in one year: 

 

(298,837 * 4,266) / 215 = 5,929,482.06 kWh 

 

Applying the loss factor calculated above to the ideal energy yield figure of 

8,291,723.69kWh, gives 

 

8,291,723.69 * 0.675 = 5,596,913.49 kWh 
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An approximately 6.1% difference in yield, which is a similar figure to that claimed by 

Scottish Power, indicating the energy yield calculation is a success and the data can be 

transferred to HOMER Pro for synthetic wind speed data generation. 

 
4.2.2 HOMER Pro 
 

As covered in Section 3.2.2, the data from Global Wind Atlas can now be transferred 

to HOMER Pro to generate synthetic wind speed data. Specifically, HOMER Pro 

requires average monthly wind speed figures, which are supplied in the GWC file from 

Global Wind Atlas. As for the required accompanying variables, the calculations 

outlined above have identified k(h), the Hour of Peak Wind Speed is available from the 

GWC and the 1-hour Auto-Correlation Factor and the Diurnal Pattern Strength can be 

estimated. The figures are listed in Table 10. 

 

Table 10 - variables required for HOMER Pro to generate synthetic wind speed data 

Variable Value 

Weibull Shape Factor, k(h) 2.073 

1-hour Auto Correlation Factor 0.90 

Diurnal Pattern Strength 0.25 

Hour of Peak Wind Speed 21 (9pm) 

 

 

The 1-hour Auto-Correlation Factor is estimated at 0.90, as simple topographies 

correspond to higher values in the range of 0.80-0.95, in keeping with the assumed 

simple topography represented by the estimated surface roughness coefficient value of 

0.1, which is smaller than the “standard” value of 0.143. The Diurnal Pattern Strength 

is estimated at 0.30 as this is slightly higher than the quoted “standard” value by 

HOMER Pro (HOMER Energy, 2016), which is to be expected with a wind speed 

height of 65m and an Hour of Peak Wind Speed of 21. Inputting this data into the 

software (as part of a simple energy model that has no bearing on the results of the 

synthetic wind data) produces a data set of wind speeds that can be exported from 

HOMER Pro.  
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Finally, this data must be altered before it can be used in EnergyPLAN. EnergyPLAN 

requires wind speed data to be in the form of normalised power fraction data, as 

discussed in Section 3.4. To produce this, the wind speed data was cubed since Power 

∝ (Wind Speed)3 according to Equation 7, and then normalised to the highest possible 

power output. The resulting hourly wind speed-power distribution is ready for use in 

EnergyPLAN, and is shown in Figure 16. 

 

 

Figure 16 - Normalised power distribution from synthetic wind speeds 

 

4.3 EnergyPLAN Modelling Results 
 

4.3.1 Introduction and Results 
 

This section will combine the wind power distribution work completed in Section 4.2 

and the EnergyPLAN modelling work completed in Section 3.3 to investigate the 

operation of the WTES system within the wider EnergyPLAN model. To do so, the 

charging and discharging capacity will be altered to explore the influence the WTES 

system has in the model. As touched upon in Section 3.4.4, the cost data for the Rockbed 

storage only applies to the energy capacity, so to ensure that the increase in power 

capacity of the Rockbed storage is represented in the costing data, there will be a 

corresponding increase in energy capacity. 
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The final input of the wind resource capacity in EnergyPLAN can now be assigned. In 

Section 4.2, the turbine chosen to be part of the WTES system was the Siemens 2.3 

SWT. This turbine has a rated capacity of 2.3MW so the total wind resource capacity 

has to be a multiple of 2.3MW. The only other condition, as outlined in Section 3.4.2, 

is that the wind resource capacity must be considerably large. This is to create the 

renewable energy heavy system that is required in order for EnergyPLAN to fully utilise 

the Rockbed storage component. Therefore, the wind resource was assigned a capacity 

of 92MW, representing 40 wind turbines. 

 

The Technical Simulation will measure the operation of the Rockbed storage, the 

influence the Rockbed storage has on the flexibility of the system as well as any changes 

in CO2 emissions. The Market Simulation will measure the influence the Rockbed 

Storage has on the total system cost. The simulations are not meant to optimise the 

system in any way. Rather, they are meant to simulate its operation and produce the 

values of certain parameters to analyse how the system operates. Tables 11 and 12 show 

the results of the Technical and the Market Economic simulations. Note that the system 

also includes the 25MW of PP1 and, 92MW of rated wind and a 5MW connection to 

the External Market. In EnergyPLAN, under the Simulation tab, the Rockbed regulation 

strategy selected was number 1.  
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Table 11 - First part of EnergyPLAN modelling results 

Simulation 

Number 

Rockbed 

Charge/ 

Discharge 

Capacity 

(MW) 

Rockbed 

Energy 

Capacity 

(GWh) 

Max 

Flexibility 

Average 

Flexibility  

1 0 0 100% 22% 

2 10 1 100% 28% 

3 20 2 100% 32% 

4 30 3 100% 36% 

5 40 4 100% 40% 

6 50 5 100% 40% 

7 60 6 100% 42% 

 

 

Table 12 - Second part of EnergyPLAN modelling results 

Simulation 

Number 

Rockbed 

Average 

Storage 

(MW) 

Rockbed 

Max 

Storage 

(MW) 

Rockbed 

Average 

Steam 

Out 

(MW) 

Rockbed 

Max 

Steam 

Out 

(MW) 

CO2 

Emissions 

(Mt) 

Costs 

(£million) 

1 0 0 0 0 0.135 23 

2 22 570 3 10 0.12 24 

3 34 1003 3 20 0.111 25 

4 40 1250 3 30 0.099 27 

5 38 1335 3 40 0.091 28 

6 38 1339 3 50 0.091 29 

7 37 1339 3 60 0.091 30 
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4.3.2 Flexibility Results and Discussion 
 

Regarding flexibility, the author’s original plan was to measure the Maximum 

Flexibility, according to Equation 6. That is, the maximum fraction of PP1 that is able 

to be ramped down in favour of renewable generation. However, even in the case 

without storage the Maximum Flexibility is 100%, indicating that at some point during 

the one year simulation, there was enough wind power to entirely meet the electricity 

demand, which is plausible. For this reason, the Average Flexibility will be used as a 

measure of the influence of storage on the flexibility of the system. The Average 

Flexibility is calculated from the annual average value of PP1 capacity. For example, 

take Simulation 2, which had an average PP1 capacity of 18MW. So, on average, PP1 

can reduce its capacity by 28% over the whole year, giving the system Average 

Flexibility of 28%. Note, this figure of 28% can also be interpreted as the share of gross 

electricity consumption that comes from renewable sources. In Section 2.1, it was stated 

unproblematic renewable energy grid penetration reaches a maximum limit of 

approximately 20% gross electricity consumed when there is no storage in the system. 

Since the system in this simulation includes 1GWh and 10MW of storage energy and 

power capacity, this does not contradict the earlier statement. 

 

The system has some intrinsic flexibility even without storage, with the 92MW of wind 

giving the system an Average Flexibility of 22%. Imports from the External Market 

will technically also contribute to Average Flexibility since they will cause a reduction 

in PP1 output. However, the restricted transmissions capacity means that imports as 

well as exports will be considerably small, so it can be assumed that most of the 

flexibility will come from the WTES system. Again, note that this figure of 22% 

exceeds the 20% limit of unproblematic renewable energy penetration. Since this 

simulation included no storage, it is expected that the system would have some issues 

balancing supply and demand. This is confirmed by the warnings that EnergyPLAN 

displayed upon completion of the simulations, including warnings of PP1 and the wind 

resource overcapacity. In reality, if this energy could not be consumed or exported, this 

would cause major problems for the grid. 
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The integration of the TES system with the wind resource considerably increases the 

Average Flexibility (by 8%) and increasing the Charge/Discharge Power Capacity 

gradually improves it as well (in increments of 2-4%). However, the flexibility only 

increases up to a point, with it somewhat plateauing at 40-42% when storage Power 

Capacity reaches 40MW. Increasing the capacity beyond this point indicates that the 

TES system will become oversized and its increased capacity has little additional 

positive effect on the flexibility of the system. The increased capacity will incur higher 

costs and will be more difficult to maintain so accurate modelling should take place to 

find the optimum size of the TES system before implementation of such a system in 

real life. 

 

4.3.3 Rockbed Operation Results and Discussion 
 

The Average Rockbed Storage reveals a similar result, as the figures gradually increase 

with increasing Power and Energy Capacity but plateau around 40MW as well. 

Interestingly, the Maximum and Average Steam Out from the storage are perhaps not 

what would be expected for a WTES system. As discussed in Section 2.2.5, TES is 

more suited to “energy management” applications: high energy capacity, longer 

duration storage services that rely on TES’s advantages of being able to store large 

quantities of energy for a long time and avoid its disadvantage of having a poor response 

time and inefficient operation. The low Rockbed Average Steam Out figures of 3MW 

yet the Rockbed Max Steam Out figures reaching as high as they can in each 

configuration potentially indicates that the storage is generally being used sparingly yet 

when it is used, it is to meet peak demands, much like the operation of storage systems 

that focus on “power quality” services like batteries. However, the full usage of the 

potential Power Capacity of the TES systems in each simulation indicates that the 

WTES system has become an important part of the larger energy system. 

 

4.3.4 CO2 Emissions and Costs Results and Discussion 
 

The CO2 Emissions follow a similar pattern as the Average Flexibility and Rockbed 

Storage results, with a marked decrease in emissions, from 0.135Mt CO2 in a system 

with no storage to 0.091Mt CO2 at the usual plateau power capacity of 40MW, a 
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decrease of 32.6%. However, the desire for such reductions – and for flexibility – must 

consider the associated costs of adding storage into the system. The Market Economic 

simulation reveals the cost of each simulation, values that are not subject to the same 

plateauing effect as the other results. The costs continue to climb in each simulation as 

the energy capacity of the TES increases, without it having a significant effect on the 

Average Flexibility or the CO2 Emissions. This again stresses the importance of sizing 

the TES system, as an oversized system results in very high costs, meaning it would be 

more difficult to recover the investment cost through the profitable operation of the 

TES system. 

 

4.3.5 Influence of Wind on Flexibility and Modelling Limitations 
 

Interestingly, when the wind resource capacity was altered this appeared to have more 

of an effect on the flexibility of the system than the storage. Table 12 shows the results 

of Technical simulations ran when PP1 capacity was 25MW, storage energy and power 

capacity were held at 2GWh and 20MW respectively, and the connection to the External 

Market was 5MW. The wind resource capacity increases in increments of 11.5MW, or 

5 turbines, and starts at 92 MW. The Maximum Flexibility was not included as it has 

been established that it will reach and stay at 100% 

 

Table 13 - EnergyPLAN modelling results when wind resource capacity was changed 

Simulation 

Number 

Wind 

Capacity 

(MW) 

Average 

Flexibility  

CO2 

Emissions 

(Mt) 

Costs 

(£million) 

1 92 32% 0.111 25 

2 103.5 40% 0.092 26 

3 115 46% 0.084 28 

4 126.5 54% 0.074 29 

5 138 60% 0.066 30 

 

 

Table 12 shows that when the wind capacity is increased, it has a much more significant 

impact on the flexibility of the system than the storage has. Increasing the capacity from 
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92MW to 138MW, almost doubled the flexibility of the system from 32% to 60%. 

Moreover, the increasing wind capacity is not subject to the same plateauing effect that 

the Rockbed storage is and it leads to better CO2 emission reductions and similar costs 

as the increases in Rockbed storage. However, this highlights a limitation of the 

research. Flexibility was defined early on as the ability of conventional generation 

sources to reduce their generating output. As can be seen from Table 12, increasing the 

wind resource capacity facilitates this very well, but will not offer the same flexibility 

features as storage such as load shifting or security of supply on a timescale of hours. 

Furthermore, if increasing the capacity of the wind resource was preferred over a shorter 

timescale, “power quality” energy storage method, the system would forego an enhance 

capability to perform ancillary services like frequency regulation. 

 

In addition to a more nuanced definition of flexibility, the model has other limitations 

and assumptions that should be addressed. First, since the transmission capacity was 

restricted to stimulate the interaction between the wind and TES components (thereby 

creating the WTES system), the model lost the ability to measure another financial 

metric: profit. The restricted transmission capacity made any profit figures very small 

and unrepresentative of what would be expected if the capacity was at a level one would 

expect for the size of the system modelled. This would have given more useful insight 

into the economic implications of the iterations of the system beyond their costs. 

Another inaccuracy was the assumption of the Rockbed storage having access to 100% 

of PP1. In reality, the storage would likely have limited access to the thermal plant’s 

capacity, especially if an already existing thermal plant was used. Additionally, there 

was no consideration for the operation costs associated with reducing PP1’s capacity. 

This would also have a negative effect on PP1’s efficiency as thermal turbines operate 

most efficiently when producing power at their rated capacity. 
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5. Conclusions and Future Work 
 

5.1 Conclusions 
 

This research has detailed the construction and investigation of a Wind-Thermal Energy 

Storage system in Scotland. The need for energy storage in the wider electricity system 

to provide flexibility and enable the integration of variable sources of renewable 

electricity was established. Thermal energy storage was found to have particular 

characteristics that made it an attractive option for long-term energy management 

applications. Despite this it was found to be rarely used to generate utility-scale 

electricity but is gaining popularity among researchers and electricity providers alike.  

 

The wind resource potential for an area in Scotland was identified using data 

downloaded from Global Wind Atlas. This data along with mathematics relating to 

Hellmann’s Power Law and utilisation of the modelling tool HOMER Pro was used to 

generate synthetic wind data. The corresponding available energy from the wind was 

calculated according to limitations imposed by the chosen turbine parameters and was 

verified using energy data from ScottishPower of a wind farm in the same area. The 

different options for the TES method were investigated, eventually narrowing down to 

alumina beads packed bed sensible heat storage given the material’s high thermal 

conductivity, high heat capacity and thermal and chemical stability. Therefore, the two 

smaller aims of the research, to calculate the wind resource potential of an area of 

Scotland and identify the optimum TES for use in the WTES, were achieved. 

 

The central aim of the research was to construct a model of a WTES in Scotland. To 

model the WTES system within a wider energy system, the tool EnergyPLAN was used. 

The simulations revealed that the WTES improved the flexibility of a system with 

conventional fossil fuel generation from 22% to 42%, allowing wind power to be further 

integrated into the electricity supply. However, the sizing of the TES system was 

revealed to be an important aspect, as continually increasing the power capacity of the 

TES system beyond 40MW incurred higher costs – from £24million to £30million - but 

did not continue to improve the flexibility of the larger system. The use of the WTES 

system also had a positive effect on CO2 emissions, reducing them from 0.135Mt to 
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0.091Mt, following a similar plateauing effect as the other results. Overall, the 

EnergyPLAN results indicate WTES systems’ potential as a method of increasing the 

flexibility of energy systems whilst contributing to creating the low carbon energy 

systems of the future. 

 

5.2 Future Work 
 

There exists much scope for further work in this area, investigating related concepts 

and going into more detail in the concepts introduced here. The primary focus of any 

future work should be to do with the modelling. First, information estimates for the TES 

model were taken from a review of the literature. If the TES system could be modelled 

separately then factors like heat capacity, thermal conductivity and stability could be 

independently calculated. This means a more suitable storage system and material than 

the alumina beads packed bed system would likely be found. Moreover, improved 

knowledge of the storage system characteristics would likely result in more accurate 

parameters to be inputted to EnergyPLAN, increasing the credibility of the WTES 

model. 

 

Similarly, the EnergyPLAN model could be improved upon by making it more 

extensive and representative of the Scottish energy system. For this paper, 

EnergyPLAN was a suitable choice to simulate the basic function of a WTES system 

and investigate its influence in a larger energy system. However, as discussed in Section 

3.4, there are a number of issues with the system, namely, the need for the system to be 

very renewable energy heavy and to restrict the transmission line in order for the 

Rockbed storage to be used. Having a more detailed system would likely remove these 

problems, as EnergyPLAN is optimised for modelling energy systems on a larger, 

regional scale. Furthermore, more substantive results could be obtained i.e. regarding 

costs and profits. In the system presented, the effect of increasing the storage capacity 

on costs can be investigated but only whether they increase, decrease, or stay the same. 

Having a more representative model would result in more meaningful cost data, and the 

effects on cost could be investigated in more detail than if the results changed.  
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Finally, any future work on the subject of a WTES could also focus on integration of 

the TES with heating systems. Often in the literature, TES was used as part of district 

heating systems either separate from or alongside its electricity generating capacity. 

This addresses TES systems’ major setback of having a poor efficiency when 

converting heat to electricity and has proven to be a very suitable application of TES. 

In summary, the work presented in this paper could be improved upon through the 

development of more in-depth models of both the individual WTES system and the 

larger energy system that it is a part of. 
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