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Abstract

It has been established from various studies in the literature that EPC ratings are inept at

predicting the true energy consumption of individual buildings and of a given building stock.

However, many building stock models, including the most recent and ambitious projects still

use the same data acquisition and calculation methods that are used to create EPCs. Energy

mapping using EPC methods is the norm for governmental work and thus policy-makers run a

high risk of misinformation. Many models have been developed that use dynamic simulation

to better predict energy consumption however these are always tailored to a specific site or

situation and lack transferability.

This project aims to improve the methods used by current practice in building stock

modelling for energy mapping. This is to be done by using a dynamic simulation engine

for calculation, publicly available satellite images to provide building geometry and aerial

images to estimate the glazed surface area and solar absorption of each building façade. Not

only is this new method attempting to improve accuracy in prediction of energy consumption

but also encourage the utilisation of publicly available data sources in building stock modelling.

First EPC and measured data were compared for the building stock under study. The mean

bias error (MBE) for individual buildings was found to be 110kWh.m−2 per year with an

average percentage difference of 66.5%. It was only possible for 10 out of 14 buildings

in the stock to be modelled due to data availability. Using the project method, the MBE

reduced to 86kWh.m−2 per year for individual buildings with a constant underestimation of

the measured data. There was an average percentage difference of 35% for the individual

buildings. Amending the results for EPC and measured data comparison, the project method

led to an improved accuracy in estimating energy consumption of 46% compared to EPC

methods for individual buildings.

These results are significant in that they promise a shifting paradigm of building stockmodelling

which will utilise a wider spread of data sources. These data sources are publicly available and

therefore easily accessed. With further research it is hoped that a tool can be created to utilise

these data sources to generate an accurate energy map of any desired urban area. Such a tool

would greatly benefit practitioners and policy makers in improving the energy performance and



health effects of buildings, much more so than current best practice.
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1. Introduction

1.1. Motivation

It is well established that buildings contribute a very significant proportion to the world’s final

energy use [1] as well as also being responsible for over a third of worldwide greenhouse gas

emissions [2–8]. Additionally, buildings are ultimately responsible for the quality of the indoor

environment which greatly affects the health, productivity, safety and finances of the occupiers.

The interconnectivity between energy efficiency, emissions, health and fuel poverty are therefore

unavoidable [9–16]. These problems have been a driver towards the emergence of international

policies designed to improve building energy performance, such as the European Union’s (EU)

Energy Performance of Buildings Directive (EPBD) [17] and the Smart Cities and Communities

Directive (SCCI) [18]. Energy mapping via stock modelling is used to support such policies as an

alternative to empirical data for high numbers of residential, public and/or commercial buildings.

Building stock modelling for energy mapping allows for the evaluation of possible future scenarios

such as retrofitting or energy system installation whereas empirical data does not [19–22]. Building

stock modelling is therefore extremely useful to energy policy makers in developing strategies to

reduce building energy consumption [22–35].

Many approaches have been developed for energy in building stock modelling, however they

are all limited by their uncertainties, assumptions and validation to varying degrees [29].

Uncertainties relate to the building stock model input data for geometry, construction materials,

glazing area, building type and orientation, shading, occupant use, heating, ventilating and air

conditioning (HVAC), lighting efficiency, operations and climate [36–39]. This is as well as

any assumptions and simplifications that the model adopts for its calculation method. Such

uncertainties are even more pronounced when applied to energy systems which are dynamic,

systematic, variable and non-linear [40]. For building stock models to accurately represent energy

consumption, data input for the above parameters ought to be as accurate as possible and accessible.

The geometry for buildings is relatively accessible through tools such as geographic information
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systems (GIS) and readily available historical records and surveys [41–45]. Obtaining information

on the other aspects affecting energy performance, as listed above, is less straightforward with the

most common way of acquiring input data being from surveys and audits. In EU countries, such

surveys are used to create energy performance certificates (EPCs) which are a requirement of the

EPBD and are created using a national calculation methodology (NCM). The time consuming,

expensive and subjective process in producing EPCs is detailed in section 2.3.2. Various studies

have highlighted the inability of EPCs to accurately predict energy consumption for individual

buildings and the whole stock due to the combination of poor quality input data and the simplified

calculation method [44, 46–55].

Despite this evidence, EPC methods are still the default for governments and other regulatory

framework [8, 17, 56–59]. Models and projects which have attempted to improve current

practice often use the same assumptions and use very site-specific data. This greatly limits their

transferability and does not improve the ease of data acquisition [29, 60]. The greatest problem

in creating accurate building stock models is limited data availability [29, 61, 62]. This project

introduces the notion of using publicly available aerial and satellite images for extraction of

building dimensions and surface attributes such as glazed area and absorptivity of the façade.

This data is to be combined with EPC data to define the inputs to an individual building model.

As such, the project method compensates accuracy for availability. To atone for the reduction in

accuracy, dynamic simulation is used rather than the simplified calculation models for producing

EPCs, which can better capture the complicated nature of energy systems.

The newmodelling method proposed in this project is hoped to lead to overall more accurate energy

predictions for individual buildings which can then be applied to the whole building stock. The

data acquisition in particular is aimed at provoking a new direction in more accessible model inputs

which is traded for accuracy. It is of interest to see whether less accurate but publicly available data

sources combinedwith other EPC data and dynamicmodelling can offer better predictions of energy

consumption than current practices. A prediction method with improved overall accuracy which

uses easily accessible data for energy mapping of buildings could provide the means for policy to be

more effective in addressing the issues associatedwith high energy use and inefficiency of buildings.
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1.2. Aim

This project aims to improve current practice for energy in building stock modelling. By using a

dynamic simulation tool with high resolution (ESP-r in this case) a more accurate representation

of energy consumption can be achieved compared to the NCMs widely used by governments and

industry today. The data sources for this model will be comprised primarily of data from EPC

surveys but also publicly available aerial and satellite images where possible. These satellite and

aerial images offer a less precise description of the geometry and fenestration of buildings but

greatly improves the transferability of the method. Ultimately, with further work and research, it

is hoped that useful stock modelling tools can be derived from wider and more accessible data

sources. Such tools would be generic in nature and so could, in principle, determine the energy

map of any given urban environment.

1.3. Objectives

In order for the above aim to be achieved. the following objectives have been identified:

1. Quantify the difference in energy consumption between EPC ratings and real data, as reported

in literature, for a selection of University of Strathclyde campus buildings and hence confirm

the project motivation

2. Select buildings for which EPC and real data is available and model them in ESP-r using a

combination of EPC, aerial and satellite images and assumptions as data sources.

3. Evaluate the models’ accuracy in determining energy performance compared to its EPC

equivalent

4. Discuss and account for any discrepancies between model output and metered data

5. Identify areas for further model improvement and research
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1.4. Overview of Methodology

The methodology undertaken in this project is concerned with successfully achieving the

objectives. This section describes the high level methodology used for the project. More detailed

accounts in methodology for the individual objectives can be found in their respective sections.

Real utility data is available along with EPCs for a number of University of Strathclyde (UoS)

buildings. Therefore, the first objective can be fulfilled. Once the difference in energy usage

between EPC and real data for the building stock has been quantified, buildings can then be

modelled using ESP-r, a dynamic simulation tool. A smaller number of buildings were chosen for

simulation compared to the original stock. These buildings were chosen based on the available

data that would make objectives 1 and 2 achievable. Data input for these models came from three

principle sources. Publicly accessible satellite images were used for determining the geometry

and aerial images for glazed surface area and surface absorption. Information on building fabric,

HVAC systems, occupancy and lighting were taken from the EPC survey whilst IT equipment and

ventilation rates were assumed from inferred EPC information and the literature. The weather file

was sourced from the UoS ESRU database.

The chosen buildings are to be first modelled as a single zone in ESP-r as such a description may

be sufficient in showcasing a marked improvement in energy consumption prediction. After the

chosen models have been simulated, a comparison can be made between measured data and results

for energy consumption supplied by the ESP-r model. A final comparison in results for energy

usage between a NCM approach (in the form of EPCs) and that of an ESP-r dynamic simulation

model using different data sources is to be made. After analysing these results, assumptions and

limitations in data input will be addressed and a recommendation can be made as to whether

single zone models with a range of data sources would be more beneficial to policy-makers and

stakeholders than current best practice. Figure 1 is a simple schematic of the overall methodology

process that is to be implemented in carrying out this project. It also importantly states the data

source for the various model elements.
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Figure 1: Overview of Project Methodology

1.5. Structure of Dissertation

The first section sets the case for why this project is being undertaken and how it can have a

positive influence in the field of building stock modelling for energy mapping. As well as this, the

project’s aim and objectives are set out along with the project methodology adopted in order to

achieve these. Section 2 gives an in-depth context to the challenges faced pertaining to building

stock modelling, energy consumption and energy efficiency in the form of a literature review. An

overview of energy and buildings is detailed followed by a review of building stock models. This
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review includes descriptions of both the simplified calculation method used by NCMs in producing

EPCs and of dynamic simulation. Current practice in building stock modelling and common

deficiencies are highlighted and the section concludes with closing remarks on how limitations

could be challenged and overcome.

Section 3 quantifies the difference in predicted energy consumption from EPC ratings and utility

data for a number of UoS buildings. These 14 buildings comprise this project’s building stock

and a brief overview of the variability in usage and physical characteristics is given in section

3.2. The method for quantifying the mismatch in energy consumption is next described followed

by the subsequent results. These results are analysed, discussed and compared to examples from

the literature to finally draw some concluding comments on the suitability of EPCs for predicting

energy consumption.

In section 4, the project methodology (see figure 1) is invoked. A general method for modelling

buildings is described including details for data extraction and manipulation from EPC, aerial,

satellite and literature sources. This general method is then applied to 10 buildings within the

stock. In a similar way to section 3, the difference between predicted and measured energy

consumption is then quantified. The quantification of results is discussed along with the various

assumptions in deriving the models in section 5. Section 5 also discusses the relative effectiveness

of EPCs and the project method at predicting energy consumption and offers reasons as to why

the observed differences occur for this case study and in general. Section 6 concludes the overall

findings from the study and discussion and contemplates the significance of results in the overall

context of building stock modelling for energy mapping research. Limitations to the project and

any future work are presented in sections 7 and 8 respectively.
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2. Literature Review

2.1. Overview of Literature Review

It is important to establish a context for why a project such as the one presented exists. In section

2.2, the high level issues associated with the energy efficiency of buildings is discussed along with

what attempts have been undertaken to tackle those exposed issues. The positive impacts of energy

efficiency measures are presented along with their associated problems.

With the context of energy and buildings established, an overview of building stock modelling is

next explored. Section 2.3 highlights the wealth and variety of worldwide research on the topic

of building stock modelling. Common methods of ascertaining energy demands within building

stock modelling are discussed in addition to prevalent deficiencies exhibited by a multitude of

models. Attention is drawn to how these models and their data are used in projects and how their

inadequacies call for improved energy prediction methods.

2.2. Energy and Buildings

2.2.1. Introduction to Energy and Buildings

The International Energy Agency [1] have estimated that heating and cooling in buildings account

for approximately 40-50% of global energy demand and, as section 1.1 mentions, buildings also

contribute to over a third of total greenhouse gas emissions and can greatly affect the health and

well-being of its occupants. Often, the energy performance of a building is only considered

during its operational phase. However, the embodied carbon during raw material extraction and

manufacturing, transportation of materials, construction and demolition phases of a building’s

life also significantly contribute to the world’s energy and resource demand problems [63–65].

Carefully constructed town and city planning strategies incorporating a life-cycle approach are

therefore vital for any sustainable development initiatives to be realised [66–69].

The problems relating to energy, resource and pollution from buildings is set to become amplified
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over the 21st century. This is due to two major factors - climate change and population increase.

The expected demographic transition that will take place will not only see an overall rise in

the number of humans but also a shift in balance of population distribution from rural to

urban dwellings [62, 70–72]. The rise in population and urbanisation will not only lead to

greater energy consumption but also further strain on the planet’s natural resources, including

construction materials for building homes [72–77]. With an average rise in temperatures

from climate change (anthropogenic or otherwise), heating demands are predicted to decrease

[78–81]. However, studies have shown that the predicted rise in cooling loads can offset this

and lead to an overall increase in HVAC energy requirements [79, 81–87]. More extreme

weather events as a result of climate change [88] will lead to peak power demands which will

threaten the security of supply [89]. Another adverse outcome is related to the urban heat

island (UHI) effect which is an artificial rise in temperature within cities due to buildings

trapping heat, industry, heat from machines, vehicles, people and pollution. This urban

microclimate has an effect on energy demands, thermal comfort and health of the urban population

[90]. Increased urbanisation and rising temperatures will intensify the UHI effect with the waste

heat emissions from an increased use of cooling systems strengthening it further still [4, 31, 90–93].

It is clear that buildings pose many problems relating to energy use, anthropogenic global warming

and resource depletion and that these will only be exacerbated without wide-scale intervention.

Improving the energy efficiency of buildings and encouraging smart urban planning can therefore

aid in the curbing of greenhouse gas emissions and fossil fuel reliance. In fact, the Intergovernmental

Panel on Climate Change (IPCC) have highlighted buildings as having the greatest potential for

carbon abatement [88]. Increased urbanisation could even act as a positive driver in reducing

carbon emissions if certain measures are taken [7, 88, 94, 95].

2.2.2. Nearly-Zero and Zero Energy Buildings

Nearly-zero energy buildings (NZEBs) are targeted to become the norm in buildings occupied

by public authorities from 2018, as stipulated in the EPBD 2010 recast (see section 2.2.5).

Additionally, new buildings are also to become NZEBs by 2020 irrespective of their primary

function [96].
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Indicators for building energy performance in EU countries do not take the life-cycle of the

buildings into consideration. An approach involving the life-cycle of the buildings would

incorporate the materials used, construction, transport, operation, maintenance and recycling. This

comprehensive view is necessary if the environmental impacts of the construction sector in general

is to be improved, rather than simply focusing on the operational phase [63, 67, 97]. Evidence

suggests, and it is intuitive that, there is a financial restriction on being able to effectively establish

(N)ZEBs. A study by [98] involved simulating refurbished schools within the UK and assessing

the effects on carbon emissions and cost across the entire life-cycle. In all cases, the carbon

payback period was shorter than that of the financial. The study suggests that when considering

a building system in its entirety, from sourcing materials to destruction and potential recycling,

there is a compromise between the monetary input and carbon emission abatement.

The question must also be raised as to whether significant adoption of ZEBs is actually sustainable,

particularly in the medium term before materials in a life-cycle approach could be re-used. The

Earth’s carrying capacity may limit the construction materials available to facilitate such a large

urban population. Prior to the operational phase of a building, the embodied energy in highly energy

efficient materials will actually be higher than normal. The greater the energy efficiency of the

building, the higher the embodied energy, use of natural resources and environmental degradation.

A life-cycle approach is therefore crucial in ensuring that there is an overall positive and sustainable

outcome from improving buildings [64].

2.2.3. Passive Solar Techniques

One way to improve the energy efficiency of buildings and create (N)ZEBs is to incorporate passive

solar techniques. This involves utilising incoming solar radiation for heating and lighting and does

not rely on any electrical or mechanical input [99]. Typical passive solar designs include trombe

walls, solar chimneys, evaporative cooling and unglazed transpired solar façades. All of these

involve the building storing heat throughout the day then distributing it to the indoor environment

later on. Ventilation ducts then allow for the passage of hot air for cooling during summer [100].
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Figure 2: Working principle of a traditional trombe wall
[101]

Successful projects have been demonstrated such as the Self-Sufficient Solar House (SSSH) in

1992 where the building was entirely energy self-sufficient and exhibited no reliance on fossil fuels

in providing its power [102]. Another study found that passive solar techniques greatly improved

thermal comfort levels and reduced the need for air conditioning in Brazilian social housing [2].

As well as the façade and layout, insulation, air vents and glazing are essential to a building’s

energy performance and all must be considered for realising effective passive solar techniques.

Figure 3: The Self-Sufficient Solar House created at the Fraunhofer Institute for Solar Energy
Systems in 1992

[103]

2.2.4. Renewable Energy Integration

Renewable energy technologies present a clean alternative to fossil fuels and take many forms.

Typical examples in the context of buildings include photovoltaic (PV) and wind turbines for
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electricity generation along with biomass boilers, heat pumps and solar thermal devices for heating.

Heat pumps can use renewable electricity to provide space and hot water heating.

Reliance on carbon based fuel sources and their associated emissions will reduce with greater

renewable energy system penetration. However, they are fraught with problems concerning

reliability and cost-effectiveness. The problems stem from the performance of wind, solar and

photovoltaics (the three most common renewable microgeneration sources) being determined

by underlying meteorological factors which are stochastic by nature [104]. This problem is

exacerbated in dense urban areas where exposure to high winds and direct sunlight is limited. The

Warwick Wind Trials highlighted this fact as the findings found urban small-scale wind turbines

produced negligible power and in some instances even generated less power than they consumed

to power their electronics [105].

Despite these problems, renewable energy systems are still increasing in capacity, including on a

local scale. It is becoming more and more common for individual buildings or a group of buildings

to have on-site renewable generation - distributed renewable energy resources. In 2011, distributive

energy resources took up 9% of the UK’s total generation capacity. It has been estimated that this

will rise to 14% by 2030 with an installed capacity of 17GW [106]. One of many examples is the

West Whitlawburn district heating scheme which has a 740kW biomass boiler to supply heating to

over 500 homes [107].

Microgrids incorporate distributed generation, loads, storage devices and control operations. Due

to storage being small scale, renewable energies can also be more easily integrated, particularly

those supplying heat. Microgrids can be operated in stand-alone or grid-connected mode and

offer a higher security of supply. In addition, the more autonomous control of end users can help

to influence demand management and relieve pressure on energy supplies. The emergence of

microgrids can therefore help to alleviate the issues associated with renewable energy systems.

However, there are still issues with managing and building a suitable infrastructure to realise these

on a large scale [108].
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(a) West Whitlawburn residential high rises (b) The 740kW biomass boiler being installed for
district heating

Figure 4: West Whitlawburn district heating scheme
[107]

Figure 5: A simple schematic of a typical microgrid
[109]

2.2.5. Policy Relating to Energy in Buildings

The aforementioned problems concerning the energy efficiency of buildings, both present and

future, have driven towards the emergence of international policies designed to improve building

energy performance. National energy efficiency standards for the use of thermal insulation have

been developed since the 1950s with revisions and more strict policies generally being enforced in

the decades after [110]. This is part of the reason why nearly-zero and ZEBs have become more

commonplace as well as microgeneration in the form of renewable energy systems.

In order to create a more homogeneous set of policies among EU countries, the Energy

Performance of Buildings Directive (EPBD) was published in 2002 by the European Council on

the Energy Performance of Buildings and came into effect in 2003. This directive provides the

basis for the majority of policies that have since been implemented by EU states to improve their
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buildings’ energy efficiency. As part of the EPBD, all member countries are required to develop

a method for calculating the energy performance of buildings which then define the criteria for

EPC ratings in each EU country. In 2010 there was a recast of the EPBD which extended the

scope of the directive to include cost effectiveness. This is to ensure that the capital required

for sufficient upgrades balances the savings in energy throughout the life-cycle of the building [111].

Another policy that runs parallel to the EPBD is that of the Smart Cities and Communities

Initiative, both of which strive to realise the EU’s 20/20/20 sustainability targets - that is a 20%

reduction in EU greenhouse gas emissions from 1990 levels by 2020. This Initiative strives to find

affordable and sustainable retrofit solutions along with energy efficient and low carbon solutions for

new buildings and districts [112]. It aims to encourage citizen and industry involvement through

interconnectivity using the Internet of Things (IoT) which is hoped to optimise the management of

the city and its residents’ resources whilst providing a high quality of life [66, 113].

In section 2.2.2, it was mentioned that there is a strive towards a high uptake of NZEBs. Part of

the EPBD stipulates that new buildings from 2021 will have to be NZEBs [9]. There is evident

progress in some EU member states, such as Germany and Austria, in adopting NZEBs but there is

a failing in the EPBD in not providing a clear and concise definition of how such a building ought

to be made and implemented. Part of the problem is that member states can decide for themselves

what a high level of energy performance entails [96].

2.3. Building Stock Modelling for Energy Mapping

2.3.1. Introduction

In order for policy to be effective and make any difference, decision-makers must be informed with

high quality data. Data can then be used to identify which buildings or areas perform most poorly

and what strategies can be put in place to improve their energy efficiency and reduce consumption.

In order to rate and prioritise buildings, the energy performance of buildings must be quantified.
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Modelling energy systems for building stocks offers greater insight into the possibility and

effectiveness of retrofitting than empirical data but also carry a significant level of uncertainty.

A model is only as good as the data put into it but acquiring real or extremely accurate data is

often challenging, expensive and time consuming. Uncertainties arise due to assumptions and

simplifications used within the model and, sometimes, limitations in the model’s validation.

Uncertainties and assumptions pertain to occupancy schedules, equipment and HVAC use,

schedules and set-points and thermophysical construction properties. These uncertainties and

assumptions in building stock models are rarely communicated to policy and decision-makers

which can lead to poor investment decisions [29].

2.3.2. Energy Performance Certificates and the National Calculation Methodology

As part of the EPBD, each country is invited to adopt its own energy performance grading system.

Part of this is to provide a valid methodology for calculating the energy performance of buildings -

the NCM. The EPBD also requires each nation to have a grading system in place to inform owners

and occupiers of the energy efficiency of a building - the EPC. A comprehensive overview of EPCs

and the NCM is given by [114] and is used extensively for the rest of this section.

A ‘building’ may be defined as either the whole or part of a structure. Therefore, different

floors with different owners/tenants and different HVAC systems would require their own EPC.

Conversely, the opposite is true whereby a complex that consists of several buildings sharing a core

heating system only requires one EPC. EPCs are required when a building is constructed, sold or

let. Existing occupiers and tenants do not require an EPC unless they sell or sublet the property.

Places of worship, temporary buildings (used for less than two years), stand-alone buildings

with less than 50m2 of floor area, low energy demand buildings eg. barns and buildings due for

demolition are also exempt from needing an EPC.

It is important to understand that the EPC is an asset rating and is based upon a building’s fabric and

services. Crucially, it is not a measure of how much energy is actually consumed. Therefore, any

energy saving management scheme reducing usage will not improve the EPC rating. To produce an

EPC, a NCM has been developed for non-domestic buildings and a Standard Assessment Procedure
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(SAP) for dwellings. In the UK, these were both developed for the Department for Communities

and Local Government (DCLG) by the Building Research Establishment (BRE). The NCM takes

form as the Simplified Building EnergyModel (SBEM). In order for a building to be assessed using

SBEM the following information must be provided [58, 114, 115]:

• Address, owner and climate (14 climate options)*

• Position, geometry and orientation

• Indoor conditions

• Fabric performance including materials, glazing and infiltration rates

• HVAC and hot water

• Lighting and daylight

• Passive design

• Renewable and combined heat and power (CHP) technologies

• Controls

*Glasgow is one of these 14 climate options which is important for comparison in section 3.

Once all the necessary data has been collected, SBEM calculates the required levels of heating,

ventilation, cooling, lighting and hot water whilst electrical appliance use is omitted. In order

to calculate the required heating and cooling of a building, it is split up into several thermal

zones. These are all regarded as isolated single zone calculations with no accounting for

thermal coupling between the zones, therefore any heat transfer by thermal conduction or air

movement between adjacent zones is not taken into account. When zones share the same heating

and/or cooling system then the zones are aggregated. For zones that do not share the same

heating or cooling systems, the energy use is simply the sum of the individual calculation zones [59].

The thesis presented here is concerned with energy demand for space heating and hot water. The

reasons for which are given in section 3. SBEM attempts to quantify the heating and cooling energy
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balance by finding the following values for every calculation period (monthly) for each zone, as in

the official SBEM Technical Manual [59]:

• Calculate the characteristics for the heat transfer by transmission

• Calculate the characteristics for heat transfer by ventilation

• Calculate the casual and solar heat gains

• Calculate the dynamic parameters - ‘gain utilisation factor’ for heating, ‘loss utilisation factor’

for cooling

• Calculate the building energy demand for heating and cooling

The energy demand for space heating for each month in each zone is then given by:

QN H = QLH − ηGH .QGH (1)

Where QN H is the building zone heating energy demand, QLH is the total heat transfer losses, QGH

is the total heat source gain and ηGH is the gain utilisation factor. The gain utilisation factor is a

dimensionless value that quantifies the capability of a building to utilise incoming solar radiation

and internal gains so as to reduce the mechanical heating load. A description of how it is calculated

can be found in [59].

The energy use is then converted to CO2 emissions using the carbon footprint of fuels used.

The resulting number is known as the building emission rate (BER) which is given in units of

kgCO2.m−2. To then calculate the EPC, the BER must be compared with a standardised emission

rate (SER) (again in units of kgCO2.m−2) which is based on the ‘notional’ building. The notional

building is almost identical to that being assessed except all constructional elements are replaced

with those satisfying 2002 U-value standards. The notional building has the same geometry,

orientation, location and systems as the real one and is assumed to have standard occupancy and

operational patterns. The fuel type is assumed to be gas for heating and electricity for cooling and

lighting. The assumed fuel type used and CO2 emissions from the calculated energy consumption

are reduced by 23.5%. This value is somewhat arbitrary in nature yet is used as a standardised
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improvement factor for all buildings in calculating the SER value [114]. Equation 2 is then used to

give the EPC ‘rate’ as a dimensionless value:

EPC =
BER
SER

× 50 (2)

The ‘50’ is simply there to convert the rate to a number between 1 and 100 [114]. Figure 6 is of a

template for an EPC in Scotland [116]. The EPC rating as calculated by equation 2 is used to give

the value denoted by the arrow on the right (E+ in this case).

Figure 6: EPC template for buildings in Scotland
[116]

Standardised assumptions for the behaviour of occupants and estimates of annual energy

consumption are used to create an EPC and there is therefore a high level of uncertainty in the

displayed energy consumption and carbon emissions [58]. An energy assessor is needed to provide

the information to feed the NCM software calculation tool which then calculates the energy

performance [117]. This process suffers from errors within the survey [117], access to data with

many countries not having the resources to perform the necessary surveys [33, 60, 117–119] and

from using a simplified heat transfer mechanism [44, 58, 59, 114, 115, 120]. Additionally, the
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process to produce an EPC and recommendations report is very time consuming [114].

The culmination of EU member states being able to decide their own grading system, define energy

performance categories and none taking a life-cycle approach means there are clear inconsistencies

across nations and a limited scope with regards to the sustainability of buildings. These factors

somewhat diminish the integrity of the information supplied to policy and decision makers who

are ultimately responsible for improving the energy efficiency of the built environment.

2.3.3. Dynamic Simulation of Energy in Buildings

An alternative to the NCM and EPC ratings for calculating energy consumption in buildings is

using dynamic simulation. Dynamic simulation can provide more accurate predictions and is

more useful for assessing design options. It offers a valuable and fast response to design parameter

alteration and is therefore better equipped to tackle the health and energy efficiency problems

related to buildings as introduced in section 1.1.

Rather than simplifying energy calculations as is used for generating EPCs, dynamic simulation

represents every possible energy flowpath and every variable’s interaction with every state of

every other [40]. Figure 7 shows these energy flowpaths in a building and all the interactions that

affects its overall energy characteristics. Dynamic simulation can offer insight into the intricate

relationships between variables as shown in figure 7 whereas simplified EPC models cannot.

A wealth of literature exists on the subject of dynamic simulation for energy in buildings. Rather

than reproducing previous authoritative and comprehensive work on the subject, this section gives

a high level overview of the calculation process used in dynamic simulation and particularly for

ESP-r which was the tool of choice for this thesis. Much of this section is indebted to [40] which

provides a far more in-depth appraisal and explanation of dynamic building simulation tools than

is presented here.

Every flowpath for heating, air, moisture, light and electricity in a building is defined in a dynamic

simulation model. These are then exposed to a climate as well as system controls and human
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Figure 7: Flowpaths of energy in buildings
[40]

interaction which combine to form a universal model representing the whole building and its

interactions with its systems and environment. For the dynamic simulation tool used in this

thesis, the user must define the weather, location, exposure, orientation, geometry, construction

(including glazing), casual gains, HVAC systems and controls. Energy flowpaths for all these

separate elements are represented by independent equations which are attributed to a nodal point

for every model variant [40].

Nodal points are a product of the discretisation of the building system. This discretisation is

necessary for the numerical methods that are commonly used for energy calculations in dynamic

simulation. Numericalmethods couple the independent equations at each system node for combined

solving and can thus simultaneously solve the entire energy system at each iterative time step.

Numerical methods can handle problems of great complexity by allowing time-varying parameters

to be handled at different frequencies to the modeller’s desire. Numerical methods are based on

underlying partial differential equationswhich are often based on truncated Taylor Series expansions

which represent derivatives of a finite difference method, which itself is representing a continuous
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function. The total system of equations can be expressed as in equation 3 [40].

A.θn+1 = B.θn + C = Z (3)

Where A is a matrix of future time-row coefficients of temperature or thermal energy terms at a

node and B is its equivalent for the present time. C is a column matrix which contains entries of

boundary excitations which relate to the present and future time. Column matrices θn and θn+1 are

also of temperatures and heat injections at each node where ‘n’ refers to the present time and ‘n+1’

the future time row. Z is the resultant column matrix [40]. The equation can therefore be derived

iteratively for a succession of time-steps which derive state variables for future times as a function

of those at the present with respect to the imposed boundary conditions [76].

Equation 3 can be established for any building system with multiple zones. The simplest of these,

as mentioned previously in section 2.3.2 is a single zone. The project method (see figure 1) is to

model single zone representations of buildings using dynamic simulation. As well as simplifying

the layout and internal heat transfers, glazing can be further simplified for a single zone. It matters

not where in the zone that insolation occurs as the energy consumption is to be analysed for the

whole zone not one part. As such, any glazing on a given façade can be aggregated into one area

representing all fenestration.

Another simplification in dynamic simulation, with regards to this thesis, involves ventilation

and infiltration. Regulations specify standard air supply rates based on occupancy and activity

[121, 122]. The dynamic simulation tool used for this investigation accommodates the need for

ventilation rate design by allowing the user to impose desired ventilation and infiltration rates on

the building. Using approximate estimates for ventilation is often acceptable practice for studies

wishing to gain a general insight into the overall energy impact of ventilation [122]. Infiltration is

simply modelled as a conservation of mass through the single zone. As such, for a given zone, an

airflow network must adhere to equation 4.

i= j∑
i=1

Qi = 0 (4)
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Where Qi is the air flow rate due to different sources, typically driven by the wind or temperature

differences ormechanically supplied. In all cases it is a pressure difference between air nodes outside

and inside the zone that definesQi where j is the number of flow paths that penetrate the zone [122].

Dynamic simulation for assessing energy flows in buildings offers a far more accurate representation

of the physical processes that occur in reality than the simplified calculation methods described in

section 2.3.2. The use of dynamic simulation however is currently confined to private and research

vocations and rarely affects public policy decisions. Policy is the best driver towards successful

solutions in addressing energy consumption, efficiency, health and air quality issues associated

with the built environment. Dynamic simulation is able to assess the effectiveness and robustness

of various design measures such as those mentioned in sections 2.2.2, 2.2.3 and 2.2.4. Based on

the immediate feedback from simulation, policy-makers are better equipped to determine the most

effective and positive course of action.

2.3.4. Current Building Stock Models for Energy Mapping

Hundreds of tools and applications have been developed for energy quantification in building stock

modelling, all of which can be split into two distinct categories: top-down (TD) and bottom-up

(BU). BU models are technocentric in their approach and are thus able to assess different

technological options and energy trends within specific sectors of society. This is achieved by

extrapolating the energy performance of a set of representative buildings to a regional or national

level. A TD model, on the other hand, focuses upon the macro-economic consequences of policy

or investment decisions and are widely used at a national level. It does this by using historical

aggregate energy data to estimate the energy consumption of the building stock as a function of

high level variables [29, 30, 123, 124]. TD models are insufficient in analysing the effects of

individual energy efficiency measures, hence BU models are more widely used and receive greater

attention in building stock modelling research [125].

BU modelling techniques can be further split into two sub-categories: statistical methods (SM)

and engineering methods (EM). A comprehensive overview of these two methods is given by

[124]. SM relies on historical data to attribute dwelling energy consumption to certain end-uses
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whereas EMs are based upon the physics of thermodynamic energy flows. In more recent years,

other categories of BU modelling have arisen, namely agent based models (ABM) [126, 127] and

artificial intelligence (AI) methods. AI methods are similar to SM as they use historical data as

input but use neural networks to describe the nonlinear relationships between energy inputs and

outputs [39]. BU modelling consists of three main steps in the simulation process: data input;

thermal modelling; validation [119].

There are three principle techniques to EM BU modelling. Firstly, there is sampling which uses

true data as input information. This helps to capture the wide variety of building stock but is very

data intensive so is limited in its application. Next, there are distribution techniques which use

demographic and lifestyle data combined with appliance engineering data to establish an overall

energy ratings profile for appliances. Finally, there is the use of archetypes. Archetypes are a broad

classification of building stock based on size, age and type. Three principal components exist in

defining archetypes according to [128]:

• Geometric configurations

• Thermal characteristics

• Operating parameters

The energy consumption estimates of modelled archetypes are extrapolated to represent the entire

building stock of a region or nation [124]. Models that use archetypes include (but is certainly not

limited to) BREDEM, BREHOMES, SAP, DOE-2.1, BEAM, UKCDM, INVESTIMMO, EPIQR,

DECarb and CDEM [20, 29, 31, 110, 124, 129, 130].

Two separate buildings belonging to the same archetype may have significantly different energy

consumption profiles due to energy efficiency and/or occupant use. Similarly, two buildings

categorised by different archetypes may exhibit very similar energy consumption patterns as the

thermodynamics relating to the building envelope may be the same. According to [131], studies

have even shown that there can be more variety between buildings of the same archetype than

between archetypes. In order to address the limitations of using archetypes in building stock
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modelling, [28] develop and describe categorising buildings using a thermodynamic class (TC)

instead. The TC classes can incorporate different archetypes and the energy performance of a

building would be based upon real, representative weather data. Any change in parameters on

account of energy efficiency measures will then improve the TC of the building. This forms

the basis of Strathclyde University’s Energy Systems Research Unit (ESRU) Domestic Home

Energy Model (EDEM), developed by the authors to simulate the housing stock for both present

and future by inputting climate, exposure, occupancy and system control assumptions. Altering

these assumptions allows the user to investigate future scenarios such as climate change and

increased appliance ownership. UsingTCs instead of archetypes is a view shared by [132] and [133].

The inclusion of temporal changes is not exclusive to EDEM. The Energy, Carbon and Cost

Assessment for Building Stocks (ECCABS) developed by Chalmers University of Technology in

Sweden takes changes in occupancy, appliances and solar radiation gains into account as well as

outputting information on energy, CO2 and cost. However, as with all models, there are limitations

as a result of assumptions. Unlike EDEM, ECCABS assumes that the climate of the future will be

the same as it is now and does not allow for alteration. It also makes unrealistic assumptions on

U-values, ventilation rates and glazing [30].

As previously alluded to, many countries have developed their own models for representing

building stocks with varying degrees of resolution and using various assumptions. For instance,

the North Karelia model from Finland is a static model so does not consider changes in occupancy,

appliance usage or solar gains over time. It is also greatly limited by its supporting data related

to fuel use which leads to many assumptions. The Hens model, developed in Belgium, suffers

from a too simplistic approach by neglecting cooling loads and only evaluating energy efficiency

measures involving fabric upgrades. Then there is the UK’s BREDEM (The Building Research

Establishment’s Housing Model for Energy Studies) which uses 47 archetypes. As previously

discussed, this technique leads to erroneous assumptions of the true building stock energymap [29].

The simplest models assume a single zone and a static energy model [29, 30, 124]. The Housing

Upgrading Evaluation (HUE) tool is an example of a static model that analyses the affect of
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retrofitting and fuel types on the EPC ratings for different building types [134]. To improve the

accuracy of such models, various levels of complexity have been added in numerous examples.

Dynamic simulation involving energy flows and differing occupancy, climate, exposure and

system control assumptions have become more commonplace [28, 30, 135] and some models have

incorporated a life-cycle approach as well as considering the urban surrounding [42, 119]. One

example of a life-cycle approach is given by [42] which merges building information modelling

(BIM) with GIS to create urban information modelling (UIM). With increasing complexity, the

greater the computer power and time necessary to perform simulations [119]. The final step of

BU modelling for energy building stocks, as highlighted by [119] is validation. The critique by

[119] showed that over a large building stock, aggregated survey data generally correlates well

with modelled. However, upon focusing on a single building, the accuracy drastically falls away

due to peak energy periods.

2.3.5. Current Best Practice in Building Stock Modelling for Energy Mapping

Most modern building stock models use a geographic information system (GIS) to obtain the

geometry and topography of the urban setting under study. One widely used tool is CitySIM which

not only defines the physicality of the urban setting but also models urban resource flows [135].

The most widely used tool however is City Geography Markup Language (CityGML). It consists

of different levels of detail (LoD) so can adapt to the availability and form of data [69, 119, 136].

In 2014, an alliance of building stock energy simulation developers established an application

domain extension (ADE) to CityGML. With this modification, a 3D model of a city with building

energy flows can be created. It can interact with utility networks using nodes and defines building

objects using thermal zones [69, 136].

A core limitation to previous models is that they are very country or region specific which gives

narrow scope for transferability. Each urban simulation model has its own database structure

to collect, manage, interpret and distribute information. This is not particularly helpful to

practitioners who must make decisions based on outputs from different models. The CityGML

Energy ADE is able to convert and exchange information from other building energy tools and
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Figure 8: Data structure of CityGML Energy ADE
[69]

display simulations on a unified platform. This not only aids in the transferability of different

building energy models developed in different countries but also leads to a greater sharing of

knowledge [69]. Recently, the Tool for Energy Analysis and Simulation for Efficient Retrofit

(TEASER) has been developed. This tool is open source and allows for multiple data sources

and data enrichment [137]. This is immensely useful as different models have separate database

structures to collect, manage, interpret and distribute information which is not particularly helpful

for policy or decision-makers.

The Smart UrbaN ServIces for Higher eNergy Efficiency (SUNSHINE) project is the latest example

of a collaboration between nations for energy in buildings stock modelling. It is an EU project

involving numerous institutions from industry and universities, the aim of which is to support

and encourage improved energy efficiency in buildings. To do this, the SUNSHINE project has

developed three innovative web-serviced digital tools which can be used by the public as well

as commercial and national institutions for analysing building energy performance data. The

objectives of the three web-services are, respectively [138]:

1. Assess the energy behaviours of buildings on a large scale and create an energy map of the

urban area

2. Optimise the energy consumption of heating and cooling systems using weather forecasting

3. Ensure the interoperable control of public lighting systems

The thesis presented here is ultimately concerned with only the first of these objectives.

The aim of this first scenario is to deliver an automated large-scale assessment of building
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energy efficiency and present the information in the form of an energy map. This will

then allow for the planning of large scale urban renewal projects, especially in opportunity

mapping for district heating networks and (renewable) energy generation. This could lead to

a knock-on effect of work creation, increased community involvement and improved air quality [27].

The fundamental layer in the SUNSHINE system architecture is that of the data layer which is

based on the aforementioned CityGML, using LoD to structure the buildings. The geospatial

model has to then be combined with energy performance data to prescribe the building with

an energy class which can then be assimilated to form the city-wide energy map. The energy

performance estimation procedure undertaken in the SUNSHINE project is described by [27].

The SUNSHINE Project gathers data using another latest tool in building stock modelling - the

Typology Approach for Building Stock Energy Assessment (TABULA). TABULA is able to

classify buildings into archetypes based on geometry, climate and thermophysical properties [57],

though only the latter was exploited in the SUNSHINE project. From the geometric properties

and set of estimated U-values, an energy class can be assigned to the building(s) by using EPC

calculation methods, very similar to NCM. To validate the SUNSHINE project model, simulated

results for energy performance were compared with EPC data.

The SUNSHINE project is the state of the art in terms of building energy stock modelling and offers

an exciting premise for the sharing of information on energy efficiency in the urban environment.

However, there are a number of shortcomings in the modelling procedure in delivering the energy

map. These are indicative of many other preceding models such as those mentioned in section

2.3.4. There are three principle limitations in the SUNSHINEmethodology, all of which are salient

with respect to this thesis. Notably:

1. Real data used is survey data. Not all countries will have the resources available to retrieve

such data and it also may not be wholly accurate

2. Comparison data used to validate the model is from EPCs which do not accurately represent

the true energy performance of buildings. The methods used in the SUNSHINE model to
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calculate energy efficiency are the same as those used for EPCs. As such, the validity of the

project’s results must be called into question

3. The modelling tool uses single zone simulation and considers them as isolated. No difference

in aspect, shading or where windows and HVAC systems are placed within the building are

taken account of. Extrapolating archetypes will also inevitably lead to a degree of uncertainty

in the building stock model

Problems regarding the calculation method and its validation along with data input are not unique

to the SUNSHINE Project. The various issues associated with energy in building stock modelling,

as discussed in section 2.3.4 are widespread and are the default method adopted by governments

and official agencies today. This presents a challenge in the field of building stock modelling that

should be attempted to overcome.

2.4. Conclusion

Various motivations exist for improving building stock modelling for energy mapping.

Consequently, there are a number of options available to help in reducing energy consumption

and improving energy efficiency in buildings, such as passive solar techniques and installing

renewable energy systems. Policy designed to affect positive changes suffers from a lack

of detailed information about the true energy profiles of buildings. As such, building

stock modelling incorporating energy profiling is an expanding and increasingly important area

of research. A great numbers of models exist with varying levels of sophistication and applicability.

Despite the high number of models and the ever-advancing nature of the research field, there is

clear scope for significant improvement. Even themost recent, collaborative and innovative projects

such as the SUNSHINE Project and TEASER suffer from common deficiencies in the modelling

process. Replacing standard NCMs with dynamic energy modelling may help eradicate a number

of assumptions and greatly improve the accuracy of energy consumption predictions. Additionally,

any change in HVAC or building design can be tested in a dynamic simulator to better ascertain

how implementing them affects the energy flows. Results from such studies can indicate in what

direction policy should strive to improve health and energy standards in buildings. There is also
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scope for research in improving the methods in obtaining information about buildings that affect

their energy performance. Developing a sophisticated tool that can effectively extract necessary

data from eg. a satellite image would greatly benefit transferability in building stock modelling

research.
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3. Comparison of EPC and Utility Data for Selected University

of Strathclyde Buildings

3.1. Introduction

The first objective of this investigation is to ‘quantify the difference in energy consumption between

EPC ratings and real data...’ (see section 1.3). This is in order to clarify the suggestion that there is

a significant difference in results between actual and predicted energy consumption as calculated

using SBEM. In the following section, the EPC ratings for selected University of Strathclyde (UoS)

buildings is compared with real utility data. This exercise is necessary to establish the level of

inaccuracy of EPC ratings for energy consumption and acts as a precursor to the rest of the project.

3.2. Context of University of Strathclyde Campus Case Study

The UoS was founded in 1796 by Professor John Anderson. His name lends itself to the present

day Glasgow city centre campus which is comprised of around 34 buildings. The building stock

is varied in nature ranging from the Victorian style Royal College Building completed in 1903

through to the ‘brutalist’ style new buildings eg. McCance (1964) and Architecture (1966) and

modern constructions such as the Technology and Innovation Centre (2015). There are also a wide

range of uses across the numerous buildings. Offices, laboratories, servers, workshops, cafeterias,

halls of residence and sports facilities are all represented on the campus. Due to the varied age and

use of the buildings, broad differences in energy consumption and efficiency are expected.

EPC ratings, calculated using SBEM (see section 2.3.2), from 2009 are available for numerous

buildings across the campus. The collected data including floor plans, assumptions in construction

and details on systems to generate the EPC is also available to the university’s researchers. Utility

data for electricity and gas consumption was collected from August 2012 - July 2015 by [139]

using meters and this data was also made available for this project. It is therefore advantageous to

the project’s aims and objectives to use the UoS John Anderson campus as a case study for this

project. The availability of dynamic energy simulation software provided by the university also
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makes this choice a logical one.

Due to only a few buildings having both sufficient EPC and utility data, the number of buildings

initially under investigation was cut to 14. These are displayed in figure 9 along with a satellite

image of the campus in figure 10. The James Weir building is annotated to act as a reference point.

Figure 9: The University of Strathclyde John Anderson Campus
[140]

Figure 10: Satellite image of the University of Strathclyde’s John Anderson Campus

EPC survey data was used to produce table 1 which gives some basic information on a handful

of buildings. Data for the Barony Hall, Lord Todd, Ramshorn Theatre and University Centre

was deemed insufficient to warrant inclusion. There is a range of mechanical systems and fabric

properties that exist across the different buildings however some elements are standard throughout:
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• The mains heating network is supplied by natural gas

• Boilers have manual on/off control as well as thermostat settings

• Hot water is heated via a centralised system in each building, sometimes between buildings

• Electricity is supplied by the national grid

• There are no on-site renewable sources for the buildings studied

Table 1: Basic information for various buildings on the University of Strathclyde John Anderson
Campus
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3.3. Method for Comparing EPC and Utility Data

As previously mentioned, utility data for electricity and gas was made available for the research

requirements of this project along with EPCs of certain UoS buildings. The EPC for the JamesWeir

building is shown below in figure 11. The approximate energy use per floor area is the most relevant

piece of information to be taken from the EPC with regards to this project. So in this example

it is 250kWh.m−2 which refers to space and hot water heating, lighting, ventilation and cooling [58].

Ideally, a comparison in energy consumption for all loads would be undertaken. However, the

utility data only supplies information on total electricity and gas consumption with no further

breakdown on what each is used for. Electricity consumption in an EPC does not take account

of electrical appliance use and, as displayed by figure 12, space heating makes up the greatest

proportion of energy use. Hence, the decision was taken to only compare energy consumption in

terms of gas between the EPCs and real data. It is therefore necessary to then convert the value

for annual energy consumption as given by the EPC to that only providing space heating and hot

water, for which natural gas supplies.

Figure 11: EPC for the James Weir Building

Accompanying EPC survey documents detail the energy consumption by use, as calculated by
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SBEM, to go along with the EPC. As an example, figure 12 depicts the energy breakdown for the

James Weir building. Where:

• H = Heating

• L = Lighting

• HW = Hot Water

• A = Auxiliary

• C = Cooling

Figure 12: Pie chart of the James Weir Building’s energy use as calculated by SBEM

The term ‘auxiliary’ refers to the energy required to transport delivered energy such as fans, pumps

and electronics [141] and is thus not required for analysis of gas consumption. To completely alter

the value of EPC energy consumption to that for only space and water heating, a simple formula is

used as given by equation 5. Where G refers to the energy consumption per floor area purely from

gas, EPC the total consumption, H and HW as above.

G = EPC × (H + HW ) (5)

Taking the example of the James Weir, equation 5 becomes:

G = 250kW h.m−2 × (0.68 + 0.03) (6)
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Giving the value:

G = 177.5kWh.m−2 (7)

This value now has to be compared with the real annual gas consumption provided for by the

Estate Management at UoS. The data provided has monthly totals from August 2012 until July

2015 totaling three years exactly. A minimum, mean and maximum annual gas consumption value

could then be extracted for each building. Total floor areas from the EPC survey were then used to

calculate the average annual energy consumption per floor area for each building in kWh.m−2 so

that a direct comparison between EPC and real energy usage could then be made.

The James Weir Building was used as an example in this section to illustrate the process in

determining the annual gas consumption in terms of kWh.m−2 for both EPCs and utility data. The

equivalent figures 11 and 12 for the remaining 13 buildings under investigation can be found in

appendices A - L.

3.4. Results from Comparing EPC and Utility Data

After collecting and modifying all the necessary data for the 14 buildings, figure 13 could be

created for gas consumption. The dotted black line running through the origin is that which runs

through all points where EPC and real data agree exactly. In other words, where the EPC is

completely accurate. The various points relating to individual buildings then show the deviation

in measured energy consumption from that predicted by the EPC.

The clearest result from figure 13 is that over the building stock, the EPC and measured energy

consumptions do not agree. The average absolute difference, also known as the mean bias error

(MBE), between EPC and measured values is ±110kWh.m−2 over a year. It is important to give

context to any results in order to quantify and discuss their relevance. As such, [142] provides

a gauge for typical energy densities associated with buildings and generation. Some of these are

shown below for comparison with any results presented in this thesis:

• Passivhaus heating standard = 15kWh.m−2.year−1
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• Average European house energy consumption = 290kWh.m−2.year−1

• Typical Northern European solar farm = 44kWh.m−2.year−1

• London Array offshore wind farm = 22kWh.m−2.year−1

The mismatch between predicted and measured energy consumption is over seven times the

standard for an A-rated dwelling and is the equivalent of five offshore wind farms. Such a

difference is therefore very significant within the context of energy usage.

Figure 13: Annual consumption of natural gas (kWh/m2) for 14 University of Strathclyde
Campus buildings: EPC vs utility data

The average figure of 110kWh.m−2 does not account for the large disparity in how much the

EPC differs from reality between individual buildings. A general trend can be observed whereby

those buildings estimated to have very low or very high heating demands by the EPC, have very

different actual consumption levels. Those with very low EPCs have had their heating demands
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underestimated whilst the opposite is true for those with particularly high EPCs. The buildings

with average EPC energy consumption have their true loads more accurately predicted. The reason

for this observation is due to the overestimated range of energy consumption between buildings

as predicted by the EPCs. EPC ratings range from 73-627kWh.m−2.annum−1 but the buildings

actually consume more similar heating than their archetypes would suggest. The actual range is

118-409kWh.m−2.annum−1.

Another general trend regards the standard deviation (SD) of each building’s actual energy

consumption. The value for energy consumption fluctuates year by year and is illustrated by

the error bars attached to each data point. Those buildings with a higher SD generally have a more

inaccurate EPC. A useful metric is the ‘specific percentage difference’ (SPD) which is calculated

using equation 8 where EPC and Real refer to the energy consumption for space and hot water

heating predicted by the EPC and the measured value as supplied by metering records respectively.

SPD =
|EPC − Real |

EPC
× 100 (8)

A breakdown of SPD values for individual buildings, as well as the absolute difference between

measured and EPC energy consumption, is given by table 2. The average gas usage per

building as calculated by SBEM is 245.3kWh.m−2.annum−1 whereas the real value is found

to be 237.3kWh.m−2.annum−1. This means that the EPC, averaged over the building stock,

overestimates the gas energy consumption by only 3.3%. Looking at such a statistic may give the

false impression that the EPC is therefore very accurate however there is a range of values when

comparing individual buildings. The Thomas Graham Building’s EPC underestimates its space

and hot water heating by almost four times whilst the Royal College Building’s EPC overestimates

by over twice the real value. The average SPD between true energy consumption and that predicted

by the EPC for the UoS buildings under investigation is 66.5%.

Figure 14 indicates that there is no apparent relationship between the floor area (as a proxy for

overall size) of the studied buildings and their SPD. The majority of buildings have a reasonably

small SPD as indicated by the cluster of points to the bottom left of figure 14. This is to be
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expected judging from the EPC and actual energy consumption comparison as illustrated by figure

13. Those buildings that have particularly extreme SPD values are indicated on figure 14. The

John Arbuthnott and Thomas Graham buildings are denoted ‘JArB’ and ‘TGB’ respectively. These

two buildings have by far the largest SPD but also the lowest EPC rating. It may be possible that

there is a correlation between EPC rating and SPD value. An inversely proportional relationship

as implied by these two data sets does not, however, occurwhen comparing thewhole building stock.

Table 2: SPD and absolute difference between EPC and measured energy consumption for
selected University of Strathclyde buildings

Figure 15 shows the relationship between the floor area and absolute difference between EPC and

true energy consumption values. Similarly to figure 14, no clear association between the area

of the building and the inaccuracy of the EPC is indicated. Figure 15 also further emphasises

the findings from figure 13. Those buildings with particularly low or high EPC ratings exhibit a

greater disparity from their actual energy consumption. The John Arbuthnott (‘JArB’) and Thomas

Graham (‘TGB’) buildings are once again indicated but also so too are the Barony Hall (‘BH’) and

Royal College (‘RCB’) buildings. The latter two have the highest EPC heating requirement of all

buildings studied and, just like those with the smallest EPC, display a large discrepancy in absolute
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energy consumption.

Figure 14: Relationship between the floor area of buildings and the SPD between their measured
energy consumption and that predicted by the EPC

Figure 15: Relationship between the floor area of buildings and the absolute difference between
their measured energy consumption and that predicted by the EPC

Figure 16 examines the relationship between the age of the buildings within the stock and their

SPD. Most buildings are roughly the same age at around 50 years old. The exceptions are the

Royal College Building (‘RCB’), Ramshorn Theatre (‘RT’) and Barony Hall (‘BH’). The John

Arbuthnott and Thomas Graham belong in the former category of mid-20th century build so it is

not apparent as to why their SPD is so large. Those clustered buildings share similar archetypes
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and so various assumptions will have been made for all when assessing their EPC. Both the JArB

and TGB have been assigned a ‘D’ rating (see table 1) which is higher than the other buildings

within their broad age group.

Figure 16: Relationship between the age of buildings and the SPD between their measured
energy consumption and that predicted by the EPC

Figure 17 shows that the youngest (JArB) and oldest (BH) buildings have some of the highest

absolute differences between EPC and actual energy consumption. There may then be a weak

correlation between age and EPC accuracy. However, the Ramshorn Theatre (‘RT’) is far older

than the majority of buildings but has a significantly more accurate EPC rating and the TGB has the

highest overall difference between actual and predicted energy consumption. Overall, it must be

concluded that there is a lack of substantial evidence to support a causal link between the age of the

building and the disparity between calculated and measured energy for space heating consumption.
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Figure 17: Relationship between the age of buildings and the absolute difference between their
measured energy consumption and that predicted by the EPC

3.5. Discussion on the Comparison of EPC and Utility Data for Selected

University of Strathclyde Buildings

It is stated widely in documentation from BRE that SBEM is not to be used as a design tool and

its aim is not to predict actual energy consumption. Rather, it exists as a means for compliance

with legislation [58]. It would therefore be naïve to expect a strong correlation between energy

consumption as predicted by EPC and the true value for a given building.

The above statement is indeed found to be true from the small study detailed in this section

with some buildings having a far greater EPC than others but significantly less actual gas

consumption. Two buildings (University Centre and Henry Dyer) have their gas consumption

predicted almost exactly by their EPC, as shown by the two points interested by the dotted

line on figure 13. However, generally there is a poor match between EPC and measured

energy consumption. The average difference was calculated to be 110kWh.m−2 per year across

all 14 buildingswhich can also be presented as a 66.5% average difference for an individual building.

These findings are consistent with previous studies such as [46–53] which all compared EPC
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and true energy consumption for various types of buildings. At the core of why such differences

are observed is the fact that there are a great many factors that affect actual energy performance

other than just the buildings’ archetype [46] which is the primary determination of EPC ratings [58].

Other reasons for differences between EPC and actual energy consumption include [111]:

• Uncertainties in modelling inputs

• Limitations in the simulation tool

• The built quality such as gaps in insulation and thermal bridges

• Usage involving the equipment and its effectiveness

• User behaviour

For the studies also comparing EPC and real data [46–53], the last of these points is most prevalent

and affects the outcome the most. NCMs used to calculate EPCs assume constant occupancy

profiles throughout the year [48] and ignore electrical appliance use [52], however a survey by

the Better Buildings Partnership (BBP) found that occupiers can be responsible for up to 80-90%

of final consumption [46]. This is particularly relevant to this project as it refers to an office

environment of which all the UoS buildings studied are (see table 1).

The case study performed in this section used only 14 buildings and compared only the energy

required for space and hot water heating. Other studies include electricity consumption and

often analysed many more buildings, offering more conclusive results. Investigations by

[43, 48, 51, 52, 54] all found that the EPC underestimated total energy usage by approximately

30% once averaged over all buildings whereas [49] found the actual energy consumption to be

twice that as predicted for an office building. A survey by the Carbon Trust even found that the

energy use of buildings was underestimated by a factor of 5 [50]. A very similar study to this

section analysed university buildings in Zaragoza, Spain and includes electricity usage. Of the 21

university campus buildings studied, 18 had their total energy usage underestimated [48].
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Although both the results presented in section 3.4 and the literature highlight an inaccuracy in

EPC estimation, there are a few variations which warrant mentioning. Notably, the EPCs for the

UoS buildings were split evenly between over and under-estimation (7 each) which averaged out

at only a slight EPC overestimation of 3.3%. However, the average SPD across the building stock

was a far higher value at 66.5% which greater captures the inaccuracy of EPC predictions. As

mentioned previously, the largest reason for discrepancy in actual and calculated energy usage is

the failure of NCMs to properly reflect the random nature of occupancy use. Occupancy patterns

correlate strongly with electrical appliance usage which NCMs do not take account of [49]. The

highlighted studies [46–52] all consider true electricity consumption and this may be the reason

why the EPCs more consistently underestimate the true value. In this project, the concern is only

for the differences in heating and so the occupancy assumptions used in NCMs have less of an

effect on the overall result. It is also worth mentioning that the climate profiles used in this project

are of course very different to that used for the Zaragoza University study [48] which ultimately

drives heating consumption. The heating needs of the Zaragoza University campus would be far

less than those of Strathclyde and so the difference in observed results is to be expected and this

study is not ideal for comparison.

Not all studies however show strong trends towards underestimation of actual energy consumption.

Indeed, the opposite is shown in [45, 143]. In [143] the measured heating consumption for Belgian

residences was found to be less than that which was calculated using NCM. The reason for this

was put down to the ‘rebound’ effect - the phenomenon of improved energy efficiency leading to

increased consumption. Again, it is occupancy that is the driving force behind these differences.

As [143] focuses upon residential buildings, the rebound effect is unlikely to be as potent when

applied to work spaces such as the UoS buildings under study here.

The study described in [53] managed to show that SBEM could simulate a good agreement between

calculation and measurement for intermittent heating for standard Cyprus dwellings. However, the

heating load in such a climate only amassed to less than 25% of the total energy demand. The

average for the UoS campus is a lot greater with heating demands accounting for over 72 ±12%

of the total, averaged over the 14 buildings. Another study by [52] also found a good agreement
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between statically calculated and actual energy consumption for a Danish office block. However,

this was only after various data corrections. The true space heating energy consumption was 43%

higher than that calculated using initial NCM assumptions before such corrections took place.

A study by [131] showed that there was a strong relationship between the age of buildings and their

energy consumption in Basel, Switzerland. Those built between 1947 and 1979, which comprised

the majority of buildings, exhibited a higher average gas consumption than those built before or

after. The study surmises that gas consumption has a strong correlation to age, volume and floor

area. Similar findings are discussed in [144] and [145]. However, analysis of figures 14, 15, 16

and 17 revealed no clear indication of age and/or floor area being a proxy for EPC inaccuracy. It

may be insightful to analyse the volume and/or compactness of the buildings as well as floor area

and age. However, this information was not available from the EPC survey and was not possible

to extract from aerial and satellite images. Future work would therefore possibly entail image

processing of publicly available aerial and satellite images in order to determine building volume

and areas and hence, compactness. Additionally, having a larger sample of building stock would

aid in establishing any relationships between EPC inaccuracy and building characteristics.

3.6. Conclusion of EPC and Utility Data Comparison

A difference in results between those calculated using NCM and those supplied via utility data

was expected and is the primary motivation for this project. It was found that, on average, there

is a ±110kWh.m−2 difference between the energy consumption (gas) as predicted by EPC and

metered data. This translates as an average 66.5% difference for individual buildings.

These results agree with that found in the literature in so much as there is a definite deficiency in

EPCs accurately calculating real energy consumption. However, there are noticeable differences

in the results in section 3.4 and those from previous studies. The main reason for this is the fact

that this study neglects electricity consumption and thus negates the presence of severe occupancy

errors. This was cited in the literature as the principle reason EPCs and measured data did not

correlate well. Other key factors are that the heating loads for the UoS are far greater than those

pertaining to the various literature studies, many studies examine the domestic building stock
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rather than commercial buildings such as the UoS campus and finally, most other studies use a

far greater number of buildings in their analysis. This study is prohibited by the relatively small

building stock of 14 individuals which does not allow for clear patterns or relationships to be

observed.

There are some buildings (Henry Dyer and University Centre) whose calculated and measured

energy consumption match almost perfectly. It is unclear as to why these buildings in particular

have such matching results when other, similar buildings do not. There are too few buildings that

were studied to draw any reasonable conclusions as to why certain buildings have a larger SPD

than others. Examining the age and floor area did not expose any causal link in the accuracy

of EPC prediction either absolute or proportional. For the purposes of this project, it is not too

pertinent. There is enough evidence from this small section to conclude that the NCM is generally

unsatisfactory in predicting the energy consumption of buildings.

Leading projects in building stock modelling for energy labelling (see section 2.3.5) still use NCM

data acquisition and modelling practices to compute energy demands in order to inform policies

and urban developments. Figure 13 indicates that even if such projects were perfect in all other

aspects, the final results would likely still be poor. Dynamic simulation, even with a lower quality

of input data may give more accurate results than the NCM which the following sections will

investigate.
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4. Dynamic Simulation for Determining Individual Building

Energy Consumption

4.1. Introduction

NCMs use simplified, quasi-steady state, single-zone physics models in order to predict the energy

consumption of buildings. Occupancy schedules along with lighting and equipment use are given

standard usage profiles along with monthly averaged weather conditions [44]. Such models are

therefore unable to adequately address temporal changes in heating demand as a result of HVAC

and appliance use, occupants and solar gains and are thus incapable of reflecting the dynamism

and stochastic nature of energy flows.

Section 3 highlighted how simple simulation models such as SBEM are generally inadequate in

describing the complexity of energy consumption in buildings. Instead of static energy modelling,

dynamic simulation can be used to predict energy performance of buildings. Within the context of

energy performance, buildings should be viewed as systemic (made up of many parts), dynamic

(each part evolves with time at a different rate), non-linear (conditions are determined by different

thermodynamic properties) and complex in nature (a plethora of inter and intra-connected

interactions) [40].

Dynamic simulation models are therefore more suitable than NCMs in accounting for functional

complexities. They also allow more detailed input options and contain extensive databases of

construction materials and systems [49, 120]. Additionally, NCMs use an averaged monthly

calculation procedure whilst dynamic simulation can perform hourly or sub-hourly calculations,

hence better capturing the true nature and profile of buildings’ energy flows [120].

In the following section, the second project objective (see section 1.3) is addressed. The dynamic

building simulation software ESP-r (Environmental Systems Performance - Research version)

is used to model intermediate floors of a selection of UoS buildings to see whether dynamic

modelling can achieve more accurate results compared to EPC estimates. Various versions of
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ESP-r have been developed and improved upon since its first numerical engine was originally

researched between 1974 and 1977. It is controlled by ESRU at UoS and is widely used today in

industry and other research centres as a platform for exploring building system design and provides

solutions for dynamic thermophysical interactions within the built environment [146, 147]. It uses

the dynamic energy simulation outlined in section 2.3.3 and was thus deemed an appropriate tool

for investigation.

Section 4.2 describes how different buildings were modelled. Results for the energy consumption

of buildings as calculated using the project method is then presented in section 4.3. These are

then compared to measured data and EPC ratings. Due to a lack of EPC information, four of the

buildings that were used for results in section 3.4 could not be modelled. Results are therefore

altered accordingly for the 10 remaining buildings so that a fair comparison can be made.

4.2. Methodology for Modelling Individual Building Floors Using A

Combination of Data Sources

4.2.1. Introduction

The simplest means of modelling a building is to approximate it as a single thermal zone. It is

important to bear in mind that the purpose of building simulation is not to exactly represent the

building physically but rather to provide a mathematical description of the factors that will affect

final energy consumption. In this case, those factors will only be those that affect the heat energy

flows. Various simplifications with respect to the true building can hence be made.

As well as being a logical starting point in attempting to quantify the energy performance of a

building, the single zone approximation is used in many energy simulation tools. Different EU

counties’ NCMs, for instance Denmark’s, represent buildings using one thermal zone [52] whilst

in the UK buildings are often modelled as several single thermal zones but take no account of

thermal coupling between zones [59]. See section 2.3.2 for more details. There are many other

software tools that have been developed for research and commercial uses that use one thermal

zone, satisfying the needs of the specific project [30, 110, 129, 148].
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Using a single thermal zone saves computation time as does limiting the temporal resolution,

particularly when dealing with large building stocks. It is often due to a lack of data and

information about the building stock that single zone simulation is performed [29, 30]. A method

of ascribing certain accurate energy performance characteristics from façade features, courtesy of

satellite images would be hugely beneficial in improving data input to building stock models.

This project is concerned with improving the data input to building stock modelling as well as the

energy calculation method. The proposal is to utilise publicly available aerial and satellite images

in order to extract useful information that will determine the buildings’ energy efficiency. Image

processing was deemed out of scope and so the extractable information was limited to the estimation

of glazed area, building geometry and the solar absorption of the façade. All other information

was taken from the EPC survey. If data from the EPC survey was missing or incomplete then the

literature was used to make reasonable estimates. Section 4.2.2 showcases the project method for

the 6th floor of the James Weir building (JWB). Sections 4.2.6 - 4.2.11 detail any deviations from

the method and input parameters applied to the JWB building for the rest of the building stock.

These buildings are presented in alphabetical order. An explanation of how the energy consumption

for each building is calculated is then given in section 4.2.12 in order for the models to then be

compared with EPC and measured data.

4.2.2. The 6th Floor of the James Weir Building as an Example of the Project Method to

Individual Building Modelling

The first question that must be addressed in creating the first model is what building or part of a

building should be modelled? In this instance the 6th floor of the James Weir building (JWB) was

chosen. Strictly speaking the 6th floor is actually the 8th level as the building is also comprised of

the basement and ground floors.

The JWB was chosen as a first model primarily on account of its simplistic physicality. The

geometry of the JWB is relatively simple, being a cuboid structure. The 6th floor was chosen due

to it conforming to this cuboid structure and exhibiting a rather homogeneous floor plan. The
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floor plan consists of mainly offices which align the outer perimeter of the floor with a corridor

intersecting them. Rooms for other uses are present such as kitchens, stores, toilets, common

rooms, plant rooms, meeting rooms and copier and printer rooms. Figure 18 was supplied by

UoS/AECOM from the official EPC survey - the same that has provided EPC information for

UoS buildings throughout this document. The colour scheme identifies where different HVAC

systems are being used in each room. The combination of different HVAC elements are indicative

of typical UK offices - another reason for choosing the 6th floor of the JWB.

Now that a building floor has been identified for modelling, the following building elements must

be defined, which are described in the rest of this section:

• Building geometry

• Building construction

• Casual gains

• Heating and cooling systems

• Ventilation and Infiltration

Figure 18: Floor plan of the James Weir Building, 6th floor
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Geometry

The first taskwas to define the geometry of the floor. In order to do this, a satellite image of the James

Weir was used to extract the dimensions of the building area. Figure 18 already provides knowledge

about the expected rectangular shape and so only two simple measurements - length and width, were

required to calculate the floor area. The stairwell shown to the bottom left of figure 18 was omitted

as it added extra complications to the building model. It is well insulated against with two sets

of double doors separating it from the main corridor and thus its inclusion was deemed unnecessary.

Figure 19 displays these dimensions on a satellite image of the JWB, courtesy of Google Maps.

It was not possible to extract the height of the building using satellite or aerial images for this

project, however this could constitute further work in the future. Instead, inside knowledge of the

building floor was used to estimate the 6th floor height as being 3.5m. Looking at figures 20 and

21 of the eastern and western façades respectively, this seems a reasonable estimate. The geometry

of the floor can be very simply inputted to ESP-r. The resultant input data using this method is not

as accurate as using detailed floor plans as would be the case in an EPC survey. As mentioned

in the project motivation though (section 1.1), this method can be used for any urban landscape

where publicly accessible satellite images exist and avoids the highly precise and time-consuming

process of determining the exact dimensions and geometry of a building.

Figure 19: Satellite image annotated with James Weir Building dimensions
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Construction

A building’s fabric is crucial to how a building interacts with its indoor and outdoor environment.

It moderates the thermal losses and gains with the external environment with much of the energy

exchange between buildings and the outdoor environment taking place at the envelope interface

[149]. This will affect how much heating, cooling, ventilation and lighting is required to maintain

suitable health and comfort levels. The EPC survey did not include any more detailed data on the

building fabric other than what is displayed in table 3. Data on insulation thickness, insulation

type and the area of the fabric elements are all documented as ‘unknown’.

Table 3: Table of information on the James Weir Building fabric

However, ESP-r requires explicit thermodynamic properties and thicknesses of each layer of

material in walls, windows, roofs and floors, including any air gaps [146]. For the single zone

approximation, no wall partitions are necessary and so only the floor envelope has to be modelled.

This also means that no internal windows or doors need included. This is in keeping with SBEM

which also ignores internal windows and doors [115]. As the stairwell was omitted and the model

is describing the 6th floor, no external door was included.

ESP-r includes a very comprehensive database for construction materials and common

combinations which was used to best mirror those properties provided by the EPC survey in table

3. Despite the wealth of standard construction files made available by ESP-r, none were exactly

suitable for the external walls or the ceiling/floor partition. A process of modifying standard files

to better represent EPC data was undertaken using educated guesswork and information from the

literature.

50



The EPC survey informs us that the external walls are of cavity brick construction (see table 3)

and that the JWB was constructed in 1958 (table 1). The construction is concrete based however

concrete has gone through some major development over the 20th century so it is important that the

correct variety is selected. Aerated concrete blocks are now commonplace but not until the 1980s.

Fiber reinforcement and insulation were also not regular until post-1970 and 1990 respectively.

By the late 1950s, concrete technology had moved away from heavyweight and poorly insulating

masses and it is therefore most likely that the concrete used for the JWB is a mediumweight block

and the construction is of the form (from outdoor to indoor environments) [150, 151]:

Brick - Cavity - Mineral Fibre - Mediumweight Concrete Block - Light Plaster

This construction was based on a combination of ESP-r’s common construction files and literature

[152–155]. The next step was to assign thicknesses to the various layers. The thicknesses ought

to be realistic and be as close as reasonably possible to the EPC assumed U-value of 1W.m−2.K−1.

Various thicknesses for each wall element were trialled until the overall U-value and thicknesses

appeared sensible. Equation 9 was used to calculate the overall U-value (U) where xi and ki are

the thickness and thermal conductivity of the ith layer respectively where there are n layers. The

terms ho and hi are the heat transfer coefficients at the outside and inside of the wall respectively.

These are relatively large numbers and so their inverse becomes more or less negligible [156].

1
U
=

1
ho
+

n∑
i=1

xi

ki
+

1
hi

(9)

The final thicknesses and other physical parameters for the external wall can be found in table 4

after the description of floor/ceiling and window constructions. Figures 20, 21 and 22 were used

to assume the brickwork as being quite dark in colour. The absorptivity and emissivity could

therefore be estimated. The values in table 4 are the averages between minimum and maximum

absorptivities and emissivities corresponding to dark brick.

The process for defining the ceiling/floor was very similar to that for the external walls. The 6th

floor is sandwiched between two similar floors and thus the ceiling acts as the foundation to the

7th. Hence, the floor and ceiling in the model could be assigned the same construction. The ESP-r
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databases were browsed until a construction similar to the EPC description was found. The EPC

assumes the U-value of the floor to be 2.28W.m−2.K−1 and consisting of ceiling tiles with a concrete

slab and carpet above. From browsing and studying similar structures in the ESP-r database, the

following construction was decided upon:

Ceiling Tiles - Concrete Slab - Cellular Rub Underlay - Carpet

These layers are ordered for the ceiling with the tiles being internal to the model. The opposite

ordering was inputted for the floor. The slab was assumed to be of the same concrete as the external

walls ie. mediumweight block. The thicknesses were again estimated using equation 9, the details

of which along with the thermophysical properties of each layer can be viewed in table 4.

External windows are an extremely important factor in the thermodynamic character of a building.

As section 2.3.3 explains, the windows for a given façade can be simply described by a single

glazed area which is the sum of all the individual windows. Again, this is consistent with the

methodology used by SBEM which asks for a percentage value of the wall that is glazed [59].

Aerial images of each façade (courtesy of Bing Maps) were used to estimate the glazed area of

each external wall which would then be modelled as a single glazed area for each.

Figure 20: Aerial image of the eastern façade of the James Weir Building
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Figure 21: Aerial image of the western façade of the James Weir Building

Figure 20 shows the eastern façade of the JWB. In this case, the glazed area is approximated to be

50% of the wall area. This approximation is consistent with floor plan from the EPC survey (figure

18). The aerial image of the western façade in figure 21 was used to also approximate the western

fenestration as being half the façde area. The aerial images and floor plans are in decent agreement

with each other for the east and west façades but there is a definite difference when analysing the

southern and northern walls. According to the floor plans, roughly half the north and south walls

are again glazed. However, figure 22 shows a different picture. Approximately a third of the wall

surface in this case in covered by glass rather than half. The benefit of using aerial images for

construction data is clear here as the source of data is more accessible and actually more accurate

than that from the EPC survey. It should be noted that the large windowless tower to the right hand

side of the southern façade (figure 22b) is not included in the definition of the JWB with regards

to this project. This constitutes the aforementioned stairwell that was omitted from the building

geometry.

The glazed area was made to originate within the centre of each wall and its length would then

correspond to what proportion of the façade is glazed. A schematic of glazed area position for the

east and west façades is shown in figure 23. Metal frames around the windows were specified in the

EPC survey although these are rather unlikely to have any great thermophysical impact given their

negligible surface area and so it was decided not to include them in the model. The EPC survey
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also specified the windows as having double glazing which was duly entered into ESP-r without

any need for modification. The window construction was therefore:

Glass Plate - Air Gap - Glass Plate

(a) Northern façade (b) Southern façade

Figure 22: Aerial images of (a) northern and (b) southern façades of the James Weir Building

Figure 23: Schematic of modelled window area

As well as providing information on geometry and glazed surface, publicly available aerial and

satellite images are immensely useful in estimating absoptivity, emissivity and albedo without the

need for a survey such as one for EPCs. The absorptivity and emissivity for dark brick as estimated

from figures 20, 21 and 22 were used as inputs to the ESP-r model. This is a further aspect for

which image processing of public aerial and satellite images would be beneficial in building stock

modelling. All values for absorptivity, emissivity, thermal conductivity, specific heat and density
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were taken from [157], many of which are also quoted in [40] and are readily available from the

ESP-r database. Table 4 gives the thermophysical properties of each layer of the building fabric

for the single zone approximation.

NB: The absorptivity and emissivity of intermediate layers are not quoted as they are not exposed

to the external or internal environment.

Table 4: Table of thermophysical properties for the single zone James Weir construction

The referenced data is the best available but the quoted properties are by no means immune to

scrutiny. The range of values are often limited to steady state scenarios with a lack of information

supplied about the experimental conditions, equipment, procedure, assumptions and validation in

acquiring the values [40, 158].
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Once the geometry, construction and fenestration have been defined, a model representing the

physicality and thermal mass of the building floor can be created. Figure 24 shows how the model

looks once created in ESP-r.

Figure 24: Wireframe view of the James Weir Building, 6th floor as modelled as a single zone in
ESP-r

Casual Gains

Casual gains are an important factor in a building’s energy consumption. They are a significant

source of heat in addition to performing their primary task [99]. Radiation and convection

from people, lighting and small power and IT equipment can act to significantly reduce the

heating load and/or increase cooling requirements. These effects can be particularly potent in

non-domestic environments where there is a high density of people, lighting and IT equipment [40].

Casual gains are very temporally dependent and so in order to acknowledge this, a variety of

schedules must be included in the ESP-r model. The behaviour of building occupants can be

simplified into two distinct aspects: when and how many people occupy the zone and how they

interact with building devices such as the lighting and IT equipment [159]. The 6th floor of the

JWB is an office environment with regular working patterns and so it was assumed that people

would only be in the building between the hours of 09:00 and 17:00 on weekdays (Monday - Friday)
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and there would be zero occupancy outwith these times. The lighting and IT equipment exist to

serve the needs of the occupants and so it was further assumed that their respective heat gains

would be in keeping with the occupancy schedule. In effect, the stochastic nature of occupancy

behaviour has been eliminated in a very crude manner. This is obviously not an entirely accurate

representation of the casual gain regimes but is a necessary and justifiable simplification based

on the available information. The technique of using constant occupancy profiles throughout the

year was also used in related studies [48, 49]. More sophisticated means of eliminating occupancy

diversity is given by [159–161] and an overview of such models is given by [162].

Figure 25 is an annotated version of figure 18 depicting where different room uses are situated. It

is included as a reference point for table 5 which gives the breakdown of occupancy for each room.

The occupancies for each room type are aggregated to produce the total according to the EPC survey.

Figure 25: Annotated floor plan of the James Weir building, 6th floor

In a single zone approximation, the different room types are no longer relevant. The sum of all

occupants in each room was then assumed to be evenly distributed over the whole floor. Equation

10 is used to find the total casual gains on account of people’s occupancy, QCO, which is modelled

as a constant source of thermal energy between the scheduled occupancy hours.

Qco = O(QSH +QLH ) (10)
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Table 5: Table of information on the occupancy of rooms in the James Weir building, 6th floor

Where O is the total number of people, QSH the sensible heat gain per person and QLH the latent

heat gain per person. According to the ASHRAE (American Society for Heating, Refrigerating

and Air-conditioning Engineers) Fundamentals Handbook 2001, the average sensible heat gain for

an adult working in an office is 70W and the latent is 60W [163]. These numbers are statistical

averages and are widely used in literature [48, 164, 165].

Using the values of 70W for QSH and 60W for QLH and the fact that there is an average of 70

people on the floor, the sensible and latent heat gains from people was easily calculated. Between

the hours of 09:00-17:00 from Monday to Friday, the sensible heating was set at 4900W and the

latent at 4200W. Outwith these hours the casual gains from people is set to zero.

Lighting can take up a significant portion of a building’s overall energy use, rising as high as 40%

of the total in some office buildings [166]. In the JWB, lighting makes up 17% of the total not

including electrical appliances (see figure 12). Different lamp types have very different casual

gain characteristics. For example, only around 8% of the energy output from incandescent bulbs

is visible light. Fluorescent and LED (light emitting diode) lights are more efficient but still only

around 21% of their energy output is visible light, the remaining being given off as heat [167].

Relatively comprehensive information was provided by the EPC survey and is detailed in table 6
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for the whole JWB. The values for the power of each lamp is the product of the supply power and

the lamp’s efficiency. In terms of control, the use of a passive infrared controller (PIR) means

lighting will be automatic based on the occupancy of its area of detection.

Table 6: Table of information on electrical lighting in the James Weir building

The casual gains from lighting was defined in a very similar way to that of people. Table 6 displays

the wattage and number of fittings for the whole JWB. There is no information on how the different

lamp types are distributed throughout the building and so it was assumed that each floor shares the

same proportion of the total wattage. Lighting only has sensible heating gains and so equation 11

can be used to calculate this value, Qcl for any of the buildings in the EPC survey.

Qcl =

∑n=l
i=1 Pi . fi

F
(11)

Where Pi is the output power of lamp type i and fi is the number of fittings for that lamp type,

with there being l lamp types. F is the number of floors in the building which for the JWB is 8.

Using the values from table 6, Qcl was calculated to be 25102W which followed the exact same
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schedule as the occupancy of people.

The EPC does not take account of electrical appliance use therefore no information was provided

in the survey. However, sensible heating from IT equipment will affect the heating load and so

must be included in the ESP-r model. Studies have shown that heat gains from standard office

equipment can be generalised [168] however there are a large amount of assumptions that must be

carried out.

Firstly, there is the question of what office equipment is present. When no other information

is present, there are basic assumptions that can be made as to the quantity and type of office

equipment [169]. In this case, it is assumed that every person has their own desktop computer

with monitor and also that there is a laser printer present for both the east and west sections

of officespace. The 2001 ASHRAE Fundamentals Handbook [163] accumulates heating gain

guidelines from studies such as [170] and it is from there that the estimated casual gains from IT

equipment was taken. Table 7 displays the generalised values for computers, monitors and laser

printers when in operation and in idle/energy saving mode.

Table 7: Table of casual heat gains from assumed office equipment in the James Weir building,
6th floor

Low and high values are shown in brackets whilst the value used in the model is given outside

the parentheses. The used value is roughly the average of the low and high bounds in each case

though is described as a ‘conservative’ value by [163]. Values of energy density are quoted using

the floor area of 2100m2 which is used for estimating other building’s IT use. Equation 12 is used

to calculate the total casual heat gains from equipment Qce in the single zone.
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Qce = O(Qcomp +Qmon) + 2Qpr (12)

Where O is the number of occupants, each of which are assigned one computer and one monitor.

The sensible heating load from each computer and monitor is denoted Qcomp and Qmon respectively

and Qpr corresponds to that from a single printer.

It is assumed that all equipment is left idle/in energy saving mode during weekends, holidays and

out of normal working hours. Continuous usage will occur between the hours of 09:00 and 17:00

on weekdays, in keeping with the occupancy schedule. Figure 26 gives the total casual gains

for when each respective source is non-zero (and thus at its maximum) ie. 09:00 - 17:00 during

weekdays for people, lighting and IT equipment and idle IT equipment for all other times. It is

clear that lighting dominates the casual heat gain load.

Figure 26: Maximum casual gains from people, lighting and IT equipment on a weekday for the
James Weir building, 6th floor
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Systems

Some information on the systems was also provided from the survey which is displayed in table

8. The timing set-points displayed are those assumed in the SBEM calculations and are only

available for heating. No temperature set-point is given but this is assumed to be 19◦C, as advised

in the SBEM database [171]. For this investigation, only the heating times are required. System

19, supplying heating and ventilation to the offices is most prevalent. The local ventilation and

core heating systems are less dispersed as would be expected. The heating systems provide for a

far greater area than the ventilation systems and also provide the hot water. All the systems will

affect the energy performance of the building however in terms of consumption, this project is only

interested in that which is supplied by gas - systems 2 and 15.

Table 8: Table of information on mechanical systems present on James Weir, 6th floor

Section 3.4 already explained why only gas consumption was to be investigated in this project.

It is therefore apparent that the heating system must be included in the ESP-r model. It is less

obvious however as to whether the cooling systems ought to be included also. A synoptic analysis

of the weather file, using a heating set-point of 19◦C and a cooling set-point of 25◦C, revealed that

there were no typical weeks requiring both cooling and heating. Altering these set-points slightly

showed that there was a small overlap during some summer weeks but overall the influence of

cold air would be negligible on the yearly heating load. Figure 12 also reveals that cooling only

comprises 2% of the total JWB energy consumption. Therefore, its usage would only be used
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on rare occasions and never within a short time frame of the heating system. The inclusion of

mechanical cooling was disregarded for all subsequent building models for the same reasons.

Table 8 shows that there are three systems dedicated to space heating (systems 2, 15 and 19) but

19 is supplied by electricity. Systems 2 and 15 were combined into one aggregate heating system

for the single zone approximation with the same control scheme. An ideal heating control was

adopted as it is the most simple means of representing the central heating system and can easily

incorporate the heating schedule. An ideal control system has no time lags in thermostat response,

transport of fluid or machinery action. It requires a sensor and actuator to be defined which

are simply placed at the zone’s air node along with a heating schedule, capacity and set-points

[146]. The heating schedule was specified in the EPC survey as being from 06:00 - 18:00 during

weekdays all year round and so this was adopted for the model under discussion. The rest of the

time, the heating control is off and the indoor temperatures are simply free floating. A temperature

set-point of 19◦C was used meaning that radiators would be switched on if the indoor temperature

is below this value between the hours of 06:00 - 18:00 on weekdays.

Ventilation and Infiltration

ESP-r allows for ventilation and infiltration of air to either be modelled as a mechanical system

with periodic operation, similar to the heating system previously described, or an air mass flow

can be imposed upon the building and/or zone. The latter of these options was chosen as there was

great uncertainty in ventilation system parameters to justify using in-depth and more sophisticated

modelling techniques which are out of this project’s scope. The act of imposing an approximate

air infiltration rate is often acceptable practice, particularly for purposes of gleaning information

on overall energy output [122]. In effect, the infiltration rate has been modelled as climate

independent which is the opposite of reality [122, 172, 173].

The imposed infiltration rate will need to incorporate the mechanical ventilation, as highlighted

by systems 17, 18 an 19 in table 8, as well as the natural. Standard air mass flow rates have

been established based upon what is acceptable and appropriate for humans doing particular
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activities [172]. For an office environment, an air change rate of 2-6AC.hr−1 is regularly cited

[121, 171, 174–177]. The average value of 4AC.hr−1 was chosen for the JWB 6th floor model

which is equivalent to roughly 10L.s−1 per person and includes both mechanical and natural

ventilation. Mechanical ventilation is only required when people are present and so the value of

4AC.hr−1 was only imposed for the hours between 09:00 - 17:00 on weekdays. The remaining

times were all subject to natural infiltration which was set at 1AC.hr−1, which is quoted as a typical

air infiltration allowance by [177].

4.2.3. Modelling the 3rd Floor of the Architecture Building

Figure 27 shows the satellite image used to extract the Architecture building’s (AB’s) floor area.

There are noticeable grooves and irregularities on the north and south façades however it was

decided that these were to be ignored. The floor area could therefore be approximated as a simple

rectangle.

Figure 27: Satellite image annotated with architecture building dimensions

The description of the AB’s fabric from its EPC survey is near-identical to that of the JWB and so

the construction could be easily applied using table 4. The only difference is that the glazing is

stated as being single rather than double. One glass pane, the same that were used for the JWB,

therefore sufficed for window construction. The area of single glazing could then be accounted for

using aerial images. The images in figure 28 were used to estimate the glazed surface as being half

the area of the southern and northern façades whilst only a quarter for the eastern and western.

Figure 29 then shows the wireframe view of the AB as modelled in ESP-r.
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(a) Northern façade (b) Southern façade

(c) Eastern façade
(d)Western façade

Figure 28: Aerial images of the (a) northern, (b) southern, (c) eastern and (d) western façades of
the architecture building

Figure 29: Wireframe view of Architecture Building, 3rd floor as modelled as a single zone in
ESP-r

The number of occupants and amount of lighting was estimated in the same way as section 4.2.2.

Occupancy and lighting tables, equivalent to tables 5 and 6 can be found in appendix M. The same

casual gain schedules were assumed for the AB as the JWB and equations 10 and 11 were used to

calculate the heat gains from people and lighting respectively. An amendment was made to 12 in

calculating the sensible heat gain from IT. As with the JWB, it was assumed that each occupant

was assigned one desktop computer and monitor but for the printers, it was decided that an area

ratio between the JWB and all subsequent buildings would be used. The modified equation for

calculating equipment heat gains, Q′ce now becomes:
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Q′ce = O′(Qcomp +Qmon) + 2Qpr .
A′

A
(13)

Where those symbols appearing in 12 previously, retain their meanings. O′ is the occupancy of the

new building under question and A′ is its floor area. A is the floor area of the JWB 6th floor. In

effect, a constant number of W.m−2 is assumed for all buildings.

The EPC survey offers no indication of heating schedules, simply marking them as unknown.

However, figure 30 indicates that there are clearly mechanical systems in use. These systems relate

to heating and ventilation and so operations of these must be inputted to the model. The floor area

of the AB is similar to that of the JWB (1932m2 and 2100m2 respectively) as is their use. Therefore

it was assumed that the heating and ventilation would exactly mirror that used in the JWB model.

Heating was set to be in operation between 06:00-18:00 during weekdays with a set-point of 19◦C

and simply free floating out of these times. An infiltration rate of 4AC.hr−1 was imposed at times of

occupancy, that being between 09:00-17:00 on weekdays. For hours outside this period, 1AC.hr−1

was imposed.

Figure 30: Floor plan of the Architecture Building, 3rd floor

4.2.4. Modelling the 6th Floor of the Graham Hills Building

The geometry of the Graham Hills building (GHB) is a lot more irregular than the JWB and AB

previously, as the floor plan in figure 31 shows. Nonetheless, a satellite image as presented by

figure 32 was used to measure the required lengths for defining the ESP-r model geometry. The

construction, as defined by the EPC survey, was the same as that used for the AB ie. table 4 with
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single glazing. Aerial images shown by figure 33 then depict northern, southern, eastern and

western aspects for glazed area and solar absorption value extraction. The northern, southern and

eastern façades were estimated to have approximately half their area covered by glazing whilst the

western was assigned a third. Due to the GHB having internal enclosed areas with walls facing

each other, glazing was also estimated for these. Figure 34 then shows the GHB as modelled in

ESP-r, taking account of the geometry and glazed areas.

Figure 31: Floor plan of the Graham Hills Building, 6th floor

Figure 32: Satellite image annotated with Graham Hills Building dimensions
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(a) Northern façade (b) Southern façade

(c) Eastern faa̧de (d)Western façade

Figure 33: Aerial images of the (a) northern, (b) southern, (c) eastern and (d) western façades of
the Graham Hills Building

Figure 34: Wireframe view of Graham Hills Building, 6th floor as modelled as a single zone in
ESP-r

The GHB has heating systems operational on weekends as well as weekdays according to its EPC

survey. On weekdays, heating is said to be from 08:00-21:00 whereas on weekends this slightly

reduces to 09:00-21:00. Without any information to suggest otherwise, a set-point of 19◦C was

again assumed. The need for heating on weekends implies that the building is occupied. As such,

the standard occupancy, lighting and IT schedules and casual gains as calculated by equations 10,

11 and 13 also apply to weekends. The loads for each is likely reduced compared to weekdays but
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without any further data, it was assumed that people would occupy the building from 09:00 - 17:00

on all days of the week and use the same amount of electrical equipment and lighting. Occupancy

and lighting tables for the GHB can be found in appendix N. The extra occupancy also has an effect

on the required ventilation. Mechanical ventilation will be needed when people are present and so

an infiltration rate of 4AC.hr−1 from 09:00 - 17:00 was enforced for weekends too, mimicking the

weekday schedule.

4.2.5. Modelling the 2nd Floor of the Henry Dyer Building

The description of the construction for the Henry Dyer Building (HDB), supplied by its EPC

survey was exactly the same as that of the JWB and thus table 4 could be used as inputs to the

model. Satellite (figure 35) and aerial (figure 36) images were, as ever, used to define the geometry

and fenestration respectively. Only northerly and southerly aspect aerial images are presented as

these are better placed to estimate the total east and west facing glazed area. Aerial images from

the east and west are obstructed by neighbouring buildings. As such, all façades other than the

eastern were deemed as only having a quarter of their area covered by windows. The eastern façade

was assigned half of its total area as glazing. This is due to the 26m long section (see figure 35)

having near all of its eastern-facing wall covered by windows. The aerial images were additionally

used to check that the solar absorption of the façades was similar to those quoted in table 4. The

information on geometry, construction and fenestration was compiled to produce the ESP-r model

given by figure 37.

Heating is timed to come on during weekends as well as weekdays according to the EPC survey.

On weekdays, heating is from 08:00-21:00 and on weekends from 09:00-18:00. In a similar

way to the GHB model, occupancy of people was assumed to be non-zero over weekends on

account of timed heating being present. People were assumed to fully occupy the floor between

the hours of 09:00-17:00 for all days of the week at which times they would also use lighting and

equipment. Sensible heating from lighting use was set to zero for times outwith this range whereas

IT equipment was set at the idle value. Equations 10, 11 and 13 were used to quantify these casual

gains. The number of occupants can be taken from table 14 in appendix O which also contains

information on the HDB’s installed lighting.
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Figure 35: Satellite image annotated with Henry Dyer Building dimensions

(a) Northern façade (b) Southern façade

Figure 36: Aerial images of the (a) northern and (b) southern façades of the Henry Dyer Building

Figure 37: Wireframe view of the Henry Dyer Building, 2nd floor as modelled as a single zone in
ESP-r

The weekend occupancy calls for additional ventilation. The mechanical ventilation was modelled

as constant forced infiltration in the same way as described in section 4.2.2. This took the form of

4AC.hr−1 between the hours of 09:00-17:00 on all days of the week and 1AC.hr−1 at all other times.
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4.2.6. Modelling the 7th Floor of the John Anderson Building

Only minor adjustments to the data input was required in modelling the 7th floor of the John

Anderson building (JAB) compared to the 6th floor of the JWB. The geometry was sourced from a

satellite image (figure 38) and simplified to a rectangular floor area for modelling. The EPC survey

floor plans (figure 39) show this isn’t quite true but the extrusions on the south-west and north-east

sides of the building are approximated to be negligible for this study. The construction details in

the EPC survey are identical to that shown in table 3 with the exception that the windows are single

glazed instead of double. From figures 40a, 40b, 40c and 40d, it was approximated that the glazed

area of each façade was a third of the surface area. A wireframe image of the JAB as modelled in

ESP-r is shown in figure 41.

Figure 38: Satellite image annotated with John Anderson Building dimensions

Details on the occupancy of rooms on the 7th floor as well as lighting was available from the

EPC survey. These can be viewed in appendix P. The usual equations, 10, 11 and 13, were used

to quantify the casual gains from people, lighting and IT equipment respectively. Occupancy

schedules were assumed to be the same as in the JWB building in section 4.2.2, that being

maximum capacity between 09:00-17:00 on weekdays. Lighting and IT equipment use, along with

ventilation, then followed this same schedule.
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Figure 39: Floor plan of the John Anderson Building, 7th floor

(a) Northern façade (b) Southern façade

(c) Eastern façade (d)Western façade

Figure 40: The (a) northern, (b) southern, (c) eastern and (d) western façades of the John
Anderson Building

Figure 39 shows the various HVAC systems installed on the floor. The heating time-settings is said

to be from 06:00 - 21:00 as detailed in the EPC survey. A heating set-point of 19◦C was again

chosen, on account of no other information being available.
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Figure 41: Wireframe view of the John Anderson Building, 7th floor as modelled as a single zone
in ESP-r

4.2.7. Modelling the 5th Floor of the John Arbuthnott Building

The John Arbuthnott building (JArB) was constructed in 1998 and so is far younger than the other

buildings in the stock (see table 1). As expected, its construction, as described in its EPC survey,

is noticeably different from that displayed in table 4 which refers to the JWB (and others), built in

1958. Its construction is still described as a cavity wall but now to 1997 building regulations and

with a reduced U-value of 0.55W.m−2.K−1.

A combination of literature, EPC information and ESP-r common construction files was used

to determine the exact materials that are likely to make up the JArB’s external walls. As the

construction year is later than for the JWB, the concrete used is likely to be more insulating

[150, 151]. Hence, lightweight concrete was selected rather than the mediumweight used for

previous building constructions. Equation 9 was then used to arrive at sensible layer thicknesses

that would give the EPC U-value. The final thermophysical construction properties for the external

walls of the JArB is given in table 9 where the values for thermal conductivity, density, specific

heat, absorptivity (though compared with aerial images) and emissivity are taken from [40]. The

ceiling/floor was described as in section 4.2.2 for the JWB, however it was decided to replace the

concrete with that highlighted in table 9.

The windows are double glazed and aerial images, as shown by figure 42, were used to estimate

the northern and eastern façades having half their surface area covered by glazing, the southern to
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have three quarters covered and the west only a quarter.

Table 9: Table of thermophysical properties for the external walls of the single zone John
Arbuthnott Building

(a) Northern façade (b) Southern façade

(c) Eastern façade (d)Western façade

Figure 42: Aerial images of the (a) northern, (b) southern, (c) eastern and (d) western façades of
the John Arbuthnott Building

The floor plan in figure 43, as well as highlighting the use of HVAC systems, shows a relatively

complex geometry with a curved easterly wall and obscure variations. It was decided that the

curved feature would be simplified as straight edged and the exposed irregularities amalgamated
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into a simple rectangular shape. Dimensions of the building’s simplified rectangular geometry was

extracted from the satellite image in figure 44. Together with the aerial images, it was used to create

the ESP-r model as shown in figure 45.

Figure 43: Floor plan of the John Arbuthnott Building, 5th floor

Figure 44: Satellite image annotated with John Arbuthnott Building dimensions

The heating is stated as being operational at all times in the JArB from 00:00-24:00 on all days of

the week. This schedule was applied in the ESP-r model with the usual set-point of 19◦C. Rather

than this heating schedule from the EPC survey suggesting greater occupancy, it was assumed that

occupancy would be limited to weekdays only from 09:00-17:00. At these times, casual gains from

lighting and IT equipment would be at their maximum. IT equipment would be at a reduced idle

level out of this time range. A breakdown of occupancy in different room types on the 5th floor

was not available from the EPC survey and thus, no table is presented in the appendices. However,

a total occupancy number was still available as input to equation 10 for calculating the sensible and

latent heat gains from people. Casual gains from IT equipment and lighting were calculated using

equations 13 and 11 respectively with a table for the latter presented in appendix Q. Ventilation

was made to follow the same schedule and with the same magnitudes as detailed in section 4.2.2.
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Figure 45: Wireframe view of John Arbuthnott Building, 5th floor as modelled as a single zone
in ESP-r

4.2.8. Modelling the 4th Floor of the McCance Building

Following the same procedure as previous, the geometry for the McCance building (MB) was

extracted from a satellite image, shown by figure 46. The shape of the MB is slightly more

complicated than most other buildings but simple to model. The first two floors are rectangular

but then the remaining three are in a rigid horseshoe-like shape. As the majority of floors are this

latter shape and these three higher floors are mainly used as office space, it was decided that this

geometry would be modelled. Figure 47 shows this horseshoe floor plan as taken from the EPC

survey.

The construction materials from the EPC survey are the exact same as for the JWB but with single

glazed windows. The most involved difference in modelling the MB comes in the form of glazing.

The more unusual shape means that there are now 8 façades rather than 4. Not all of these require

glazing to be modelled on them though. As section 2.3.3 explains, the total area covered by glass

facing one orientation can be amalgamated into one larger area. However, there are two walls

facing east and west respectively which face each other and so a further two glazed areas will need

estimated. The north and south facing walls were estimated to be half covered in glass whereas

the east and west have approximately only a quarter. The internally facing east and west walls also

have approximately a quarter of their area covered by glazing. Figure 48 shows the aerial images

of the different façades. Figure 48b is the best aerial image of the eastern façade available as there

is a tall tower blocking the eastern view. Figure 49 shows a wireframe view of the modelled MB

geometry in ESP-r.
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Figure 46: Satellite image annotated with McCance Building dimensions

Figure 47: Floor plan of the McCance Building, 4th floor

Occupancy and lighting tables can be viewed in appendix R and their casual gains are calculated as

described in section 4.2.2. Sensible heat gains from IT equipment was calculated using equation

13. The casual gains are confined by the same schedules as described for the JWB as are the

ventilation and infiltration rates. Heating is set from 06:00-17:00 with a temperature set-point of

19◦C.
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(a) Northern façade (b) Southern façade

(c)Western façade

Figure 48: The (a) northern, (b) southern, and (c) western façades of the McCance Building

Figure 49: Wireframe view of the McCance Building, 4th floor as modelled as a single zone in
ESP-r

4.2.9. Modelling the 3rd Floor of the Royal College Building

The Royal College Building (RCB) differs the most in terms of geometry and construction from

the JWB. Its unusual layout is shown by its floorplan in figure 50, as taken from the EPC survey.

This layout is consistent for all floors other than the ground floor which does not contain the open

spaces. Inside knowledge was also used to estimate the ceiling height as 4.5m for each floor.

The RCB is the only modelled building to have the height of each level differ from 3.5m. The

usage on each floor varies quite considerably however the 3rd was chosen for modelling because

it mostly consists of office space and so can use the example methodology as outlined in section

4.2.2 for the JWB. Tables for room type occupancy on the 3rd floor and the installed lighting for

the whole RCB can be found in appendix S. As the 3rd floor is primarily an office environment,
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occupancy and casual gain schedules were set the same as for the JWB. These were quantified

using equations 10, 11 and 13 as ever. Ventilation rates followed the occupancy schedule with

no change to values from the JWB example and the heating system was set to be operation from

06:00-18:00 on weekdays with a set-point of 19◦C.

Figure 50: Floor plan of the Royal College Building, 3rd floor

The satellite image in figure 51 was used to provide measurements for the floor dimensions which

are marked. Aerial images in figure 52 were then used to estimate the glazed area which is

comprised of single glazing. The total glazing for walls facing in a given direction were aggregated

into one glazed area. All façades were estimated to have half their area covered with glazing. A

wireframe view of the RCB as modelled in ESP-r is shown in figure 53 which is made from a

combination of information on geometry and fenestration.
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Figure 51: Satellite image annotated with Royal College Building dimensions

(a) Northern façade (b) Southern façade

(c) Eastern façade (d)Western façade

Figure 52: Aerial images of the (a) northern, (b) southern, (c) eastern and (d) western façades of
the Royal College Building

TheRCB is the oldest of the 10 buildings that were identified formodelling, having been constructed

in 1903 (see table 1). It was therefore expected that the buildings materials would differ from that

of the JWB, built in 1958. Indeed, the EPC survey describes the external walls as being sandstone
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blocks but still with an overall assumed U-value of 1W.m−2.K−1. The thermal conductivity of

sandstone (and all other materials) differs with porosity, water and air content, temperature and

presence of impurities [178]. As [40] was used for previous thermal conductivities in table 4,

this was again used for estimating that of sandstone which was found to be 1.3W.m−1.K−1. Using

equation 9, the thickness of external walls was estimated to be approximately 1.1m which is

reasonable. Although the RCB is composed of stone, as figure 52 confirms, the ceiling/floor

partitions are still described identically to those of the JWB. As this study looks to use EPC data

for building fabric input, the same ceiling and floor constructions were then assigned to the RCB.

Figure 53: Wireframe view of the Royal College Building, 3rd floor as modelled as a single zone
in ESP-r

4.2.10. Modelling the 4th Floor of the Sir William Duncan Building

The Sir William Duncan Building (SWDB) exhibits a more irregular geometry than the JWB or

JAB but far more simple one than the JArB or RCB. This is shown by the satellite image of figure

54 which was used to extract the floor dimensions. Its construction was modelled exactly as the

JWB on the basis of information from the EPC survey.

The glazed areas were deciphered from aerial images as ever. Every façade was estimated to

have approximately a third of its surface area covered in windows. Figure 55 displays these aerial

images and a depiction of the 4th floor as modelled in ESP-r is given by figure 56.
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Figure 54: Satellite image annotated with Sir William Duncan Building dimensions

(a) Northern façade (b) Southern façade

(c) Eastern façade
(d)Western façade

Figure 55: The (a) northern, (b) southern, (c) eastern and (d) western façades of the Sir William
Duncan Building

The SWDB has a heating schedule applied at weekends as well as weekdays. On weekdays it is

from 08:00-21:00 and from 09:00-18:00 on weekends. The need for heating on weekends implies

that the building is occupied. As such, the standard occupancy, lighting and IT schedules and

casual gains as calculated by equations 10, 11 and 13 respectively also apply to weekends. The

loads for each is likely reduced compared to weekdays but without any further data, it was assumed
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that people would occupy the building from 09:00-17:00 on all days of the week and use the same

amount of electrical equipment and lighting. The extra occupancy also has an effect on the required

ventilation. Mechanical ventilation will be needed when people are present and an infiltration rate

of 4AC.hr−1 from 09:00-17:00 was enforced, mimicking the weekday schedule. Tables for the

SWDB, 4th floor occupancy and whole building lighting can be viewed in appendix T.

Figure 56: Wireframe view of the Sir William Duncan Building, 4th floor as modelled as a single
zone in ESP-r

4.2.11. Modelling the 6th Floor of the Thomas Graham Building

Figure 57 was used to approximate the glazed area of the south and north as half the surface area,

the west as three quarters and the east as a quarter. The aerial image of figure 57c was taken

from the south on account of obstruction from adjacent buildings. Additionally, the aerial image

of figure 57b gives insight into the geometry of the TGB. The majority of the building could be

approximated as rectangular with its length running east-west which would be simple to model.

However, there is a sizeable extension to the south which ought not to be ignored. It was decided

that the rectangular section would be modelled in ESP-r and then the southerly obtrusion would be

compensated for, the details of which are in section 4.2.12. For the calculation in section 4.2.12 to

be performed, the areas of both building segments need quantified. This was done using a satellite

image as with the previous building models which is given by figure 58.

The floorplan shown by figure 59 shows a number of unusual features such as a curved south-eastern

edge which is asymmetric with respect to the western façade. As with the JArB, these features
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were simplified as straight edges and so the floor was modelled as rectangular. The final ESP-r

model is shown by figure 60.

(a) Northern façade
(b) Southern façade

(c) Eastern façade

(d)Western façade

Figure 57: The (a) northern, (b) southern, (c) eastern and (d) western façades of the Thomas
Graham Building

Figure 58: Satellite image with Thomas Graham Building dimensions

The construction information from the EPC survey had the usual layers and U-value for the

walls and floor/ceiling and has double glazing as detailed in table 4. The casual gain values
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were calculated in the same way as with previous building models and the occupancy schedule

was assumed to be 100% occupancy between 09:00-17:00 on weekdays and zero otherwise.

Occupancy and lighting tables can be viewed in appendix U.

Figure 59: Floor plan of the Thomas Graham Building, 7th floor

Figure 60: Wireframe view of the Thomas Graham Building, 7th floor as modelled as a single
zone in ESP-r

Interestingly, as with the AB, the heating time set-points are noted as ‘unknown’ in the EPC survey.

Hence, an assumption had to be made. The floor area of the TGB is only marginally greater than

that of the MB and the floor usage is not dissimilar. Therefore, it was assumed that the heating

control for the TGB operates from 06:00-17:00 with a set-point of 19◦C.
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4.2.12. Calculation of Modelled Buildings’ Energy Consumption for Comparison with EPC

and Utility Data

Once the geometry, construction, internal gains, heating system and infiltration rates are set,

simulation of the building’s heat flows can then take place. The simulation output result of interest

is that of space heating energy consumption which is given in kWh.year−1 (though the time period

can be altered as desired). For comparison with EPC ratings and measured data, this value must

be modified to kWh.m−2.year−1 incorporating both space heating and hot water gas consumption.

Firstly, the ESP-r output value must be converted into an energy density. This is easily done by

dividing the output value by the area of the floor. The EPC and measured data are for total gas

consumption whereas the model output is only for space heating. Therefore, an approximate factor

for hot water must be incorporated into the final calculation. Such a separation of space heating

and hot water use can be found in [52]. Figure 12 shows space heating accounting for 68% of total

energy consumption in the JWB whilst hot water is only 3%, according to the EPC survey. Pie

charts for other buildings can be found in appendices A-K. This means that for every kWh of space

heating demand in the JWB, there is a further 3/68kWh of hot water demand. Given an ESP-r

output of H′ for the space heating, the final gas energy consumption (E) for a given building can

be calculated using equation 14:

E =
(
1 +

HW
H

)
H′

A
(14)

Where HW and H are the percentages of total energy consumption from the EPC survey

corresponding to hot water and space heating respectively. A is the floor area that was extracted

from the relevant satellite image. Taking the JWB as an example, equation 14 becomes:

E =
(
1 +

3
68

)
H′

2100m2 (15)

E = (4.97x10−4)H (16)

Solving for equation 16 then gives the final answer for comparison with measured data and EPC
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ratings. Equation 14 was used for all the modelled buildings but, as mentioned in section 4.2.11,

the TGB requires some additional tweaking. This is on account of the southerly obtrusion that

was not included in the ESP-r model. A simple multiplying factor defined by the ratio of the two

building segment volumes was used to generate a final value, E′, using equation 17.

E′ =
(
1 +

V2
V1

)
E (17)

Where E is the energy consumption as calculated by equation 14, V1 is the volume of the

rectangular segment and V2 is the volume of the southerly extension. The volumes are calculated

by equation 18 where F is the number of floors in each segment. It is assumed that all floors are

of the same height (3.5m) and so there was no need to include the height. This means that the

‘volume’ is in fact an amended area.

V = A.F (18)

4.3. Results for the Dynamic Simulation of Individual Building Energy

Consumption

The metered utility data that was made available for this project is monthly whilst the EPC survey

supplies an annual prediction. ESP-r produces results in hourly time-steps however analysis is

limited by the time resolution of the utility and EPC data. Results must therefore be presented in

either monthly or yearly values. Equation 8 from section 3.4 is used to calculate the SPD between

ESP-r and measured values.

Figure 61 is the dynamic simulation equivalent of figure 13 in section 3.4. There is reasonably

good agreement between the predicted and measured annual energy consumption for all buildings

except the TGB. Taking the 10 buildings as the stock, the SPD between simulated and measured

energy consumption over the whole stock is 42%. The average SPD between individual buildings

is lower, calculated at 35%. For all buildings the dynamic simulation underestimates the true

energy consumption, on average by 86kWh.m−2 over a year. Using the context examples from
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section 3.4, taken from [142], this value is over half a solar photovoltaic farm more accurate

than EPCs. Using another measure, the difference in energy consumption prediction between the

project method and NCMs is the equivalent of a whole offshore wind farm in terms of energy

density (not to be confused with actual energy production). The range of measured energy

consumption values for the JWB and JAB is intersected by the dotted line of equality indicating

a strong match between dynamically simulated prediction and measured energy consumption.

Overall, the range of predicted annual energy consumption over the stock is 83-173kWh.m−2. This

range is far narrower and has lower bounds, particularly the upper, than the actual range which is

118-381kWh.m−2 for the 10 modelled buildings.

Figure 61: Consumption of natural gas for different buildings: dynamic simulation vs utility data

It has been commented on that the ESP-r simulation underestimates the measured energy

consumption for all modelled buildings. However, as figure 61 shows, this underestimation is, as

expected, different for each building. Figure 62 shows the mismatch between energy consumption

calculated as an EPC, using ESP-r and measured for each building graphically.
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Figure 62: Consumption of natural gas for different buildings: dynamic simulation vs mean
utility data vs EPC

ESP-r models are shown to more accurately predict energy consumption than EPC methods for

all the modelled buildings other than the AB and HDB. Some building models such as those for

the JAB, JWB, GHB and MB exhibit very close matches to the measured energy consumption.

Interestingly, for these four buildings, the EPC overestimates energy consumption, in contrast to

the dynamic simulation. The ESP-r prediction for TGB is widely inaccurate but is still a marginal

improvement on that from its EPC. A very large improvement in prediction is observed for the RCB

and the JArB as a result of using the project method rather than those for EPCs. A general trend in

dynamic simulation prediction accuracy is detected from figure 62 whereby those buildings with

greater heating loads have their consumption more poorly predicted. This is to be expected from

the disparity in energy consumption ranges across the stock.

In order to analyse the relationship between high heating loads and accuracy of prediction further

it is useful to investigate energy consumption at different times of year when heating is either

high or low. Analysis of the weather file showed that January was the coldest month and July the
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hottest and so these were used as the two extremes of high and low heating demands. Figure 63

is very similar to figure 61 but applies only to January. Similarly, figure 64 corresponds only to July.

Figure 63: Consumption of natural gas for different buildings in January: dynamic simulation vs
utility data

Annually, the JAB and SWD had their energy consumptions underestimated but for the highest

heating month of January, consumption is now overestimated. Predictions for the JWB, MB, RCB

and GHB are extremely accurate with the MB in particular having had its energy consumption

almost exactly estimated. That for the TGB however, is still grossly underestimated closely

followed by the AB. The SPD over the stock is lower than the yearly value at 22% and 32% between

individual buildings. The average absolute difference for a given building is only 6.6kWh.m−2

indicating a very good match between calculated and measured energy consumption.

The data points in figure 64 pertaining to energy consumption in July show a very clear deviation

between dynamically simulated and measured results. The SPD over the building stock is an

extremely large 90% whilst the average for individual buildings is an enormous 3446%. Despite

these extremely high numbers, the mean absolute difference between predicted and measured

energy consumption is still only 4.6kWh.m−2.
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Figure 64: Consumption of natural gas for different buildings in July: dynamic simulation vs
utility data

The mean bias error (MBE) between dynamic simulation prediction and measured energy

consumption is slightly greater for times of high heating demand as shown by figures 63

and 64. This point is emphasised by figure 65 which shows the ESP-r and measured energy

consumption for the JWB in all months of the year. Equivalent graphs for the remaining 9

buildings can be seen in appendix V. For winter months, particularly January and December,

heating loads are generally overestimated. The opposite is then observed for summer months.

An obvious exception to this trend is observed for the TGB in figure 90 where the dynamic

simulation continually underestimates the very large measured heating load. Though the MBE

is greater for cold months, the SPD is less. Extending these findings to buildings over a whole

year, it is found that the proportional accuracy of prediction increases with greater heating demands.
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Figure 65: The mean, minimum and maximum monthly measured energy consumption vs
dynamic simulation for the James Weir Building

In section 3.4, it was investigated whether the floor area of buildings or their age had any

relation to the inaccuracy of their EPC prediction. It is therefore appropriate to carry out the

same investigation for predictions made from the project method. Figure 66 shows how the

absolute difference between dynamic simulation prediction and measured data relates to the age

of individual buildings in the stock. Figure 67 displays the prediction-measured mismatch as

the SPD and again compares this difference to the building ages. The majority of buildings are

between 40 and 60 years old and within this age group the largest range of results occur. Both the

smallest and greatest absolute differences exist within this range and likewise can be said for figure

67 showing the SPD. From the available data, no relationship can be discerned between the age

of buildings and how accurately their energy consumption can be predicted using the projectmethod.

Figures 68 and 69 show the relationship between the floor area of buildings and the absolute

difference and SPD between predicted and measured energy consumption respectively. Both

graphs are very similar but neither exhibit a clear link between the floor area and inaccuracy

of prediction. The three buildings with the greatest floor area have relatively small absolute

differences and SPDs compared to the average of the whole stock. However, those buildings with
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smaller floor areas display inaccuracies both higher and lower than those three buildings with the

highest differences. Overall, no apparent relationship exists between the floor area of buildings

and how accurately the project method is capable of predicting their energy consumption.

Figure 66: Relationship between the age of buildings and the absolute difference between their
measured energy consumption and that predicted by dynamic simulation

Figure 67: Relationship between the age of buildings and the SPD between their measured
energy consumption and that predicted by dynamic simulation
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Figure 68: Relationship between the floor area of buildings and the absolute difference between
their measured energy consumption and that predicted by dynamic simulation

Figure 69: Relationship between the floor area of buildings and the SPD between their measured
energy consumption and that predicted by dynamic simulation
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5. Discussion of Results for the Dynamic Simulation of

Individual Building Energy Consumption

5.1. Introduction

The results in section 4.3 revealed that dynamic simulation using individual building geometry was

a better predictor of true energy consumption for space heating and hot water than EPC ratings.

This section strives to explain why this is the case but also why a difference between predicted and

real persists. Finally, an analysis of why certain buildings have their energy consumption predicted

more accurately than others is discussed.

5.2. Discussion on the Energy Consumption Estimation Using Individual

Building Geometry and Dynamic Simulation

In section 4.3 it was divulged that the project method for predicting energy consumption for space

and hot water heating was more accurate than current EPC methods for five chosen buildings. In

this section, the question must be asked as to why this is the case and also why there is still a

significant mismatch between the predicted and measured energy consumptions? Also, if there is

an explanation for why some buildings have their energy use better estimated than others?

It was found that the average absolute difference (MBE) across the modelled building stock was

an 86kWh.m−2 underestimation. This translated to an SPD of 42% over the building stock and

an average of 35% between individual buildings. Having a higher SPD over the whole stock

compared to individual buildings is the opposite to what was found in section 3.4 where the

SPD over the stock was a very small 3% and between buildings was a far greater 66.5%. These

figures from 3.4 relate to the stock of 14 buildings. For those 10 buildings modelled, the average

SPD over the building stock remains at 3% however between individual buildings the value rises

considerably to 82%. The reason for such a small SPD using EPC survey data is because there is

an equal number of buildings in the stock that were over and underestimated which acted to almost

entirely cancel one another out. The SPD between individual buildings provides a far clearer
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indicator of the EPC’s poor predictive performance. Studies such as [119], [44] and [56] all used

EPC-style calculation methods to create models to estimate urban scale energy consumption. In all

instances, the results are similar to what is observed in section 3.4. There is an excellent match in

energy consumption over thewhole building stock but themodels fail at the individual building level.

The methodology developed in this project focuses in on the individual building scale and achieves

greater success in predicting their energy consumption than NCM-based studies. Figure 61

shows that all the modelled buildings’ energy consumption is underestimated. Therefore, no such

cancelling out of over and underestimation occurred and the final SPD value over the building

stock is larger than for the EPC method. Another study comparing dynamic simulation and NCMs

found that dynamic simulation always produced lower values [120]. The JArB, SWDB and TGB

in figure 62 are the only modelled buildings that refutes these findings.

For individual buildings, the average SPD between simulated and measured energy consumption

is 35% which is a very significant improvement from current best practice methods such as EPC.

The absolute difference in the form of a MBE also sees a great improvement from an average of

110kWh.m−2 (115kWh.m−2 for the stock of 10 buildings) for individual buildings to 86kWh.m−2,

an improvement which is equivalent to an entire offshore wind farm [142]. A study by [148]

developed a new physical model using a single zone and achieved a remarkably accurate energy

profile for an individual building over a whole year. This model, however, very specifically

targetted a single building and refined the model until such results were achieved. This model lacks

the transferability characteristic which the project method presented in this dissertations aims to

improve upon.

Studies by [131, 144, 145] all found a relationship between building archetypes (comprising of

age and floor area) and gas consumption. They suggest that predicting gas consumption should

correlate to the age and floor area of buildings. However figures 66, 67, 68 and 69 distinguish

no such relationship for this study. Those studies mentioned are site-specific like the UoS case

study however comprise of a far greater number of buildings in their stock. Such a difference

perhaps explains why this investigation does not yield similar results. What figures 66-69 do reveal
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however is further evidence of the failing of archetypes for energy prediction at the individual

building scale.

The project method aimed to improve upon current practice adopted by governments by replacing

NCMs with dynamic simulation and improved data sources. The reason that better predictions

are made using the project method than EPCs is a combination of both an improved data source

and calculation tool. Dynamic simulation is more suitable for coping with the functional and

thermophysical complexities of buildings, allow for including more complicated HVAC systems

and have a greater time resolution than NCMs [40, 49, 120, 179–181]. Replacing steady-state

calculation with dynamic simulation undoubtedly improves the accuracy of the model in predicting

energy consumption. As [49] highlights though, the increasing complexity of software for

dynamic thermal modelling leads to the impact of model improvements diminishing. In other

words, changing the model from using a simplified calculation method as with EPCs to a dynamic

simulation engine such as ESP-r will improve the accuracy of results a great deal. However,

to further improve the process as a whole, the accuracy of input data becomes more and more

important. As an example, [179] found that dynamic simulation lead to far more accurate results

than EPC methods for a single family home in Italy. The investigation concluded that the marked

improvement in results was not down to the difference in dynamic and simplified calculations but

rather the greater defined data input compared to EPC assumptions.

Using satellite and aerial images to provide information on geometry, glazed area and solar

absorption goes some way to improving the data input to models. The satellite and aerial images

are not as accurate as EPC surveys but are publicly available and so this method could theoretically

be applied anywhere in the world without the trouble of countries or regions having to spend

limited resources in obtaining the information.
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5.3. Discussion on the Discrepancy Between Energy Consumption Predicted

by Dynamic Simulation and Utility Data

Though the data acquisition method undertaken in this project is an improvement upon NCMs,

there are still noticeable assumptions that must be addressed. Assumptions involving glazing

area along with construction materials, casual gain values and schedules, heating set-points and

ventilation go some way to explaining why there is still a MBE of 86kWh.m−2 between calculated

and measured space and hot water energy consumption.

The construction was based off the available information from the EPC survey in table 3 and some

literature on materials as discussed in section 4.2.2. Assumptions had to be made about exactly

what material each layer comprised of and its thickness estimated. The chosen construction for

each building, as displayed in table 4 for the JWB, will not be exact and thus the true thermophysical

properties of the building fabric are not reflected in the model. Simulation output values for energy

consumption of the building will therefore not be wholly accurate. Even if the information from

the EPC survey had been transferred perfectly to the dynamic simulation model, uncertainties

would still arise due to the assumption in producing the EPC. A wealth of information exists in

assessing the thermal conductivity and thicknesses of materials and in calculating the U-value of a

construction. A wide range of values are quoted in the literature and so the values assumed true

in the EPC survey are very likely not to mirror reality [155, 182, 183]. The glazed surfaces were

estimated from aerial images. This is an improvement in terms of data availability on present EPC

practice but leads to a decrease in model precision. The area was manually extracted via simple

approximation which carries with it a degree of uncertainty.

A large amount of assumptions and simplifications were made during the definition and

quantification of casual gain loads in the building models. Firstly, the amount of occupants was

taken from the EPC survey, the numbers for which are extremely arbitrary. Secondly, there is

no indication of temporal deviancy with regards to the quoted values. Therefore, a very simple

occupancy schedule had to be assumed for all models. That being full occupancy between

09:00-17:00 on weekdays and zero outwith this time boundary unless heating was also specified
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on weekends. Such rigid conformity removes any randomness in the model which, of course, has

no bearings on the workings of real life. A lot of research has been conducted into improving

occupancy schedules for modelling purposes such as the prototype occupancy schedules developed

by the US DoE (United States Department of Energy) for commercial office buildings shown

in appendix W [162]. This profile is commonly used in literature but more novel techniques

have been studied including using sensors, lighting switch data, Monte-carlo, Markov chain and

other statistical methods [38, 159–161, 184, 185]. As well as the occupancy schedule, the values

assigned to each person for sensible and latent heat gains is very generalised and, thus, adds

another layer of uncertainty.

The schedules for IT equipment and lighting followed on from that of people and hence carry the

same uncertainty based on assumption. Any random occupant use has been removed from the

model which is a very important omission. In studies involving predicting electricity consumption

the ramifications would be more severe but studies involving modelling heating estimation still

cite occupancy use as one of the greatest uncertainties [186, 187]. The type of IT equipment was

also very crudely estimated and is likely to be higher. The calculation of other equipment use for

all buildings after the JWB example using equation 13 is also very approximated. The sensible

heat gains were taken from the literature as standard, generalised values [168, 170] but this does

not guarantee their accuracy or validity [40].

Lighting was assumed to only be operating when people are present. This is a reasonable enough

assumption for when PIR control is present but with manual controls, it is likely that occupants

will leave lights on rather regularly. Figure 26 shows that lighting has the biggest casual gain so

occupant behaviour could be significant in skewing results. The data on lighting available from

the EPC survey was relatively detailed and the calculation method described by equation 11 is

reasonable as the floor is assigned to be representative of the whole building.

In general, the scheduled occupancies and corresponding casual gains for each building are likely

to be slightly underestimated. People come and go during and outwith the prescribed times but

this is likely to more or less level out over the course of a year. The greater uncertainty lies in IT
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and lighting use which are both likely to be higher than the values used in the building models.

Higher casual gains will act to reduce the heating load and therefore the yearly consumption for

the buildings is likely to be diminished. As the estimated energy consumption underestimated the

measured for each building, the difference between predicted and actual energy consumption will

actually increase as a result. Thus, reducing the accuracy of the dynamic simulation model.

Any assumptions regarding casual gains will be dwarfed by those pertaining to the HVAC systems

which are the most important with regards to this project. In order for a fair comparison to be

made between dynamic and NCM calculations, the heating set-points from the EPC were used.

For the JWB, this was set at 06:00-18:00 all year round. However, upon consultation with the UoS

Estate Management, it was found that the heating time was actually set from 06:30-18:00 in the

summer months and until 20:30 in winter. A greater amount of overall heating would be expected

accordingly. A short sensitivity analysis revealed that the total heating over the year would increase

by over 10kWh.m−2 which amounts to 6% of the building’s total heating load. This would act

to override any increase in casual gains and thus the difference in energy consumption between

estimated and measured will decrease and improve the accuracy of the model. The newly supplied

information on heating times does not, however, account for the difference between predicted and

measured energy consumption.

The final model input yet to be discussed is that of ventilation. The values assumed for when

mechanical ventilation and natural infiltration are present are very arbitrary. They are based off

standard values and are very simplified in that they remain constant throughout the year. Natural

ventilation depends on wind characteristics and air temperature differences between the inside and

outside of the building. Both of these factors are so variable that a constant infiltration rate is near

impossible [177]. Infiltration affects the overall thermal performance of a building immensely and

so such a simplification greatly trivialises the complicated physical process. The determination

of infiltration values and of desired ventilation rates is very hard to predict and have changed a

lot over years of research [172]. Altering the air change rate by ±1AC.hr−1 but keeping the same

ventilation schedule in the JWB leads to a 20% difference in energy consumption according to the

ESP-r model. Such a large variation in energy consumption on account of ventilation rate indicates
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a strong dependency, more so than for the heating set-point or schedule.

Changes in air mass will affect heating and so the true energy consumption will be altered on

account of differing wind and air temperature of the outdoor environment. The weather file used

for dynamic simulation is from 1986 whereas the measured data is from 2012-2015 and thus

temperature and wind differences may be significant. On account of assumed air change rates,

schedule and weather, the predicted values from the dynamic simulation will not be accurate.

However, EPCs also presume a constant infiltration and ventilation profile and use a standard

weather file so the findings of greater accuracy from the dynamic model can still be taken as valid.

The calculation method for finding the final energy consumption is given by equation 16 which

is based on the assumption that the floor being modelled is representative of every other floor

and hence the whole building. The floor plans of the EPC survey and geometry from satellite

images indicate that this assumption is not true. The geometry and use on going from floor to

floor is varied for all buildings. For example, the JWB has office floors similar to that modelled

but the ground and first floor are far wider and are used as workshops and laboratories. Similar

scenarios occur for the other modelled buildings. The accuracy of each model is reliant upon the

reproducibility of each floor, none of which are ideal. This inaccuracy will be reflected in the final

value for the energy consumption of the building.

Equation 14 also involves the assumption that the EPC’s energy breakdown involving space

heating and hot water is correct. Any inaccuracy with respect to these values will not affect the

improvement in dynamic simulation compared to NCMs as this uncertainty runs through both.

5.4. Discussion on the Observed Differences in Predicted and Measured

Energy Consumption for Individual Buildings

The simulations for all buildings do not factor in exact shading. This poses a problem for the MB

and SWD in particular as their eastern façades are almost entirely cast in shadow by neighbouring
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buildings. This will result in reduced levels of solar insolation and thus slightly higher heating

loads. As this shading is not accounted for in the ESP-r models, a marginal underestimation of

energy consumption would be expected. This is indeed the case for all buildings however it is

unlikely that the shading effect could be accountable for the full difference between calculated and

measured energy consumption for any of the buildings, even the MB.

The ESP-r models assume a completely detached building for all examples with the external

walls all entirely exposed to the outdoor environment. In reality, thermal bridging exists

for all buildings other than the MB and GHB. Thermal bridging has the affect of reducing

the overall heating requirements for an individual building. This is the opposite effect of

neglecting shading but is similarly unlikely to cause any great difference in final results. The

MB has its energy consumption predicted almost exactly for January (see figure 63) which may

be partially because of the model truly describing the building’s environment unlike with the others.

Figures 65 and 82-90 show that the diversity in energy consumption from month to month is not

as great as the dynamic simulation predicts. A possible reason for this relates back to occupancy

uncertainty. People will have gotten accustomed to habit and so heating systems will not be

adjusted as much as temperature differences might dictate.

Section 5.3 mentioned the fact that the heating times in the JWB’s EPC survey was incorrect. The

integrity of the EPC timing set-points for heating in the rest of the buildings must then be called

into question. A gross uncertainty for heating timings exists for the AB and TGB as none were

supplied by the EPC survey. A supposition that these would be similar to that of JWB and MB

respectively was applied but there is no evidence other than similar floor areas to support this

assumption. The absence of any information on heating times for the AB and TGB is likely to

contribute to why energy consumption was so poorly estimated. In addition to the great uncertainty

in heating timings, the temperature set-point of 19◦C could also be incorrectly assumed and differ

from building to building.

The heating timings and set-point were investigated for the AB to see their relative effect on why
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the ESP-r model performs worse than the EPC in predicting the measured gas consumption. It

was found that a change in heating set-point from 19◦C to 20◦C alone improved the accuracy of

the model so it gave a better prediction than EPC. Independently adding heating and occupancy at

weekends also results in the model being closer to the measured consumption than the EPC. Such

factors highlight how important data input is and the great uncertainty that exists in assumptions

relating to heating schedules. The poor result for the AB skews the overall result for project method

accuracy. Removing the AB from the study, the MBE reduces to a 78kWh.m−2 underestimation of

the building stock. The average SPD for individual buildings also reduces to 32%.

The TGB has its EPC and ESP-r model drastically underestimate its gas consumption. Upon

consultation with the UoS Estate Management team it was revealed that fume cupboards are

present in the TGM which have an abnormally high air exchange rate and are not present in other

buildings. When the fume cupboards are operational then the heating is also. For safety reasons

the fume cupboards extract air frequently and thus the heating consumption for the buildings is

unusually high. Both the EPC and dynamic simulation methods fail to account for these fume

cupboards which explains why such a disparity between calculation and measurement is observed.

It is worth noting that the project method still offers a better result than the EPC calculation method.

The project method is less accurate than the EPC in predicting the energy consumption of the HDB.

Rather than this indicating a particular issue with the project method, an unusual circumstance is

highlighted where the EPC is especially accurate. It is not clear why this is the case but emphasises

that the project method is in need of improvement.

Overall, there is an enormity of possible reasons for why there is an observed difference between

the calculated and measured energy consumption using the project method. The likelihood is that

the difference is due to a combination of all these factors to varying degrees for each building.

It is extremely hard to isolate the degree of influence of specific factors in affecting the outcome

without an extensive sensitivity analysis. The short sensitivity analyses for the JWB showed that

changing the ventilation had a greater affect on hot water and space heating energy consumption

than changing either the heating set-point or schedule.
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6. Conclusion

The project method of using dynamic simulation for calculation, satellite images for building

geometry and aerial images for glazed surface area and solar absorption of the building façades

for building stock modelling has been shown to improve the accuracy of energy consumption

estimation compared to NCMs. EPC data had an MBE of 110kWh.m−2 across the building stock

with 14 buildings and 115kWh.m−2 with the 10 when compared to measured utility data. The

14 buildings were split evenly between under and overestimation of space and hot water heating

energy consumption. In addition, the average specific percentage difference across the building

stock came to 66.5% between the predicted and measured energy consumption for space heating

and hot water. Only 10 out of the 14 previously studied buildings were chosen to model using

dynamic simulation and alternative data extraction methods. The MBE in this case came to

86kWh.m−2 with all simulation outputs underestimating the measured value. This translated to an

average difference of 35% difference across the smaller building stock.

The mismatch between the project method approach and measured utility data can be attributed

to the various assumptions that were required in defining the buildings’ construction, casual gain

schedules and assigned values, heating timings and temperature set-points and infiltration rates. A

simple sensitivity analysis on the JWB for heating schedule and set-point and enforced ventilation

rate revealed that ventilation has the greatest influence on gas consumption. The values for these

assumptions were taken or adapted from the EPC survey and combined with information from the

literature. Therefore, although they are highly responsible for the difference between calculated

and measured results, they commonly influence the outcome of the EPC ratings and make for a

fair comparison.

Some simplifications in the final calculation after dynamic simulation must also share responsibility

for why a significant mismatch still persists. Each modelled floor was deemed representative of

its respective building which is seen to not be wholly true from floor plans and other EPC survey

information. A further factor relating to the new calculation method is that the dynamic simulation

models did not factor in shading or thermal bridging. Both of these appear potently in reality
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and thus the final results will be somewhat skewed. Finally, the adjustment to the model output

value to account for hot water usage uses further information from the EPC survey which may be

unreliable.

The measured diversity in heating load between periods of low heating demands and high is not as

great as predicted. It is postulated that occupancy use is responsible for this observation. People

get accustomed to their habits including when to turn the heating on and so there is not as great a

deviation between winter and summer as the simulation expects.

Although there are limitatons and many assumptions in the dynamic simulation project model,

many of these are shared with the EPC prediction. The exceptions being the geometry and

fenestration are taken from satellite and aerial images respectively. For satisfying the aim of this

project, identifying the most influential assumptions is not so important as producing a predictive

method for energy consumption that is more accurate than NCMs. Improvement is observed from

the EPC calculation by changing to dynamic calculation and altering the data input. This new data

input is less accurate than the information provided by the EPC but is, importantly, more widely

accessible. The results from this investigation show that some data accuracy in geometry and

fenestration definition can be sacrificed for an improved calculation method.

This investigation has shown that improvements to current building stock models for energy

mapping is very possible. A switch from a simplified calculation methodology to dynamic

simulation and replacing EPC survey data with publicly available building images already shows

a significant improvement in true energy consumption prediction. The satellite and aerial images

were accessed via public websites, free of cost. They can in principle be applied anywhere in the

world and so offer excellent transferability opportunities in building stock modelling. It is hoped

that the conclusions drawn from this thesis can open up a new era in building stock modelling

whereby publicly available images can be processed to extract accurate individual building

information that will effect its energy performance. In doing so, policy makers can be better

informed about the energy consumption and efficiency of the building stock and take appropriate

action to enhance and protect the health and well-being of people and the natural environment.
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7. Limitations to the Project

Though the findings from this investigation are encouraging for developing building stock

modelling practice, there are notable limitations which must be brought to attention.

The assumptions in data input for models in terms of construction, occupancy, heating schedules

and set-points and ventilation and infiltration will affect the true outcome. In particular, ventilation

has a significant impact on final gas use and so any quantification will carry a large uncertainty.

Additionally, the weather file used for dynamic simulation does not correspond to the same year as

the measured data which results were compared to. The calculations in dynamic simulation also

assumed a completely detached and openly exposed building thus neglecting thermal bridging and

shading.

The scope of the project focused only on gas for hot water and space heating. If the project method

were to be modified to include electrical consumption, the superiority (or otherwise) of the project

method to NCMs could be further assessed. The investigation is further restricted by the small

building stock that was available for study. A greater number of buildings and scaling up the

project to include electrical consumption would give further validity to the findings.
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8. Future Work in Investigating Building Stock Models Using

Individual Building Geometry and Dynamic Simulation

This investigation used single zone models for dynamic simulation. These were of the necessary

complexity to establish the benefits of using the project method instead of NCMs. However,

the use of single zone models in dynamic simulation has been criticised [56] for failing to

adequately reflect true building systems. The accuracy of results could be improved if a multiple

zone approach was adopted instead, as in [30] which would increase confidence in the model’s

predictions.

Section 7 mentions the omission of electricity consumption which presents an opportunity for

further work. In particular, estimating electricity consumption for cooling loads would affect both

the thermal and electrical energy usage. This would be especially useful if this investigation were

to be extended to regions of different climate and types of buildings. Testing the project method for

different climactic zones and different building types would test the transferability of the method

and promote its use.

An expansion in what data can be extracted from satellite and aerial images would also greatly

improve the exchangeable nature of the project method. A study by [188] for instance investigates

using airborne LiDAR for extracting the thermal energy performance of a residential housing stock.

Using such techniques for supplying input data to dynamic simulation models would eliminate the

need for inaccurate, low-employable and resource thirsty EPC methods.

107



References

[1] International Energy Agency, Renewables for Heating and Cooling - Untapped Potential.

IEA Publications, 2007.

[2] V. M. Bessa and R. T. Prado, “Reduction of carbon dioxide emissions by solar water heating

systems and passive technologies in social housing,” Energy Policy, vol. 83, pp. 138–150, 8

2015.

[3] K. K. W. Wan, D. H. W. Li, D. Liu, and J. C. Lam, “Future trends of building heating and

cooling loads and energy consumption in different climates,” Building and Environment,

vol. 46, no. 1, pp. 223–234, 2011.

[4] C. Smith and G. Levermore, “Designing urban spaces and buildings to improve sustainability

and quality of life in a warmer world,” Energy Policy, vol. 36, no. 12, pp. 4558–4562, 2008.

[5] B. Pilkington, R. Roach, and J. Perkins, “Relative benefits of technology and occupant

behaviour in moving towards a more energy efficient, sustainable housing paradigm,” Energy

Policy, vol. 39, no. 9, pp. 4962–4970, 2011.

[6] G. M. Huebner, I. Hamilton, Z. Chalabi, D. Shipworth, and T. Oreszczyn, “Explaining

domestic energy consumption - The comparative contribution of building factors,

socio-demographics, behaviours and attitudes,” Applied Energy, vol. 159, pp. 589–600,

2015.

[7] M. Abdellatif and A. Al-Shamma’a, “Review of sustainability in buildings,” Sustainable

Cities and Society, vol. 14, pp. 171–177, 2015.

[8] H. Hens, G. Verbeeck, and B. Verdonck, “Impact of energy efficiency measures on the CO2

emissions in the residential sector, a large scale analysis,” Energy and Buildings, 2001.

[9] C. Brunsgaard, P. Dvořáková, A. Wyckmans, W. Stutterecker, M. Laskari, M. Almeida,

K.Kabele, Z.Magyar, P. Bartkiewicz, andP.Op’tVeld, “Integrated energy design - Education

and training in cross-disciplinary teams implementing energy performance of buildings

directive (EPBD),” Building and Environment, vol. 72, pp. 1–14, 2014.

108



[10] P. Brimblecombe, “6 - Environmental health and safety in buildings,” inMaterials for Energy

Efficiency and Thermal Comfort in Buildings, pp. 148–172, 2010.

[11] R. Day, G. Walker, and N. Simcock, “Conceptualising energy use and energy poverty using

a capabilities framework,” Energy Policy, vol. 93, pp. 255–264, 2016.

[12] M. Santamouris, J. A. Paravantis, D. Founda, D. Kolokotsa, P. Michalakakou, A. M.

Papadopoulos, N. Kontoulis, A. Tzavali, E. K. Stigka, Z. Ioannidis, A. Mehilli,

A. Matthiessen, and E. Servou, “Financial crisis and energy consumption: A household

survey in Greece,” Energy and Buildings, vol. 65, pp. 477–487, 2013.

[13] P. Howden-Chapman, H. Viggers, R. Chapman, K. O’Sullivan, L. Telfar Barnard, and

B. Lloyd, “Tackling cold housing and fuel poverty in New Zealand: A review of policies,

research, and health impacts,” Energy Policy, vol. 49, pp. 134–142, 2012.

[14] J. D. Healy and J. Clinch, “Quantifying the severity of fuel poverty, its relationship with

poor housing and reasons for non-investment in energy-saving measures in Ireland,” Energy

Policy, vol. 32, no. 2, pp. 207–220, 2004.

[15] H. Thomson and C. Snell, “Quantifying the prevalence of fuel poverty across the European

Union,” Energy Policy, vol. 52, pp. 563–572, 2013.

[16] EPEE, “European Fuel Poverty and Energy Efficiency,” tech. rep., European Commission,

2009.

[17] BRE, “Energy Performance of Buildings Directive,” tech. rep., 2006.

[18] S. C. European Commission and Communities, “European Innovation Partnership on Smart

cities and Communities,” tech. rep., 2011.

[19] S. H. Lee, T. Hong, M. A. Piette, and S. C. Taylor-Lange, “Energy retrofit analysis toolkits

for commercial buildings: A review,” 2015.

[20] D. Dineen, F. Rogan, and B. P. Ó Gallachóir, “Improved modelling of thermal energy

savings potential in the existing residential stock using a newly available data source,”

vol. 90, pp. 759–767, 2015.

109



[21] G.M.Mauro, M. Hamdy, G. P. Vanoli, N. Bianco, and J. L.M. Hensen, “A newmethodology

for investigating the cost-optimality of energy retrofitting a building category,” vol. 107,

pp. 456–478, 2015.

[22] E. Broin, E. Mata, J. Nässén, and F. Johnsson, “Quantification of the energy efficiency gap

in the Swedish residential sector,” Energy Efficiency, 2015.

[23] N. H. Sandberg, I. Sartori, O. Heidrich, R. Dawson, E. Dascalaki, S. Dimitriou, T. Vimmr,

F. Filippidou, G. Stegnar, M.Å. Zavrl, andH. Brattebø, “Dynamic Building StockModelling:

Application to 11 European countries to support the energy efficiency and retrofit ambitions

of the EU,” Energy and Buildings, 2016.

[24] E. G. Dascalaki, C. A. Balaras, S. Kontoyiannidis, and K. G. Droutsa, “Modeling energy

refurbishment scenarios for the Hellenic residential building stock towards the 2020 and

2030 targets,” Energy and Buildings, 2016.

[25] F. Vásquez, A. N. Løvik, N. H. Sandberg, and D. B. Müller, “Dynamic type-cohort-time

approach for the analysis of energy reductions strategies in the building stock,” Energy and

Buildings, vol. 111, pp. 37–55, 1 2016.

[26] A. Uihlein and P. Eder, “Policy options towards an energy efficient residential building stock

in the EU-27,” Energy and Buildings, vol. 42, no. 6, pp. 791–798, 2010.

[27] U. Di Staso, L. Giovannini, M. Berti, F. Prandi, P. Cipriano, and R. De Amicis, “Large-Scale

Residential Energy Maps: Estimation, Validation and Visualization Project SUNSHINE -

Smart Urban Services for Higher Energy Efficiency,” Data Management Technologies and

Applications, Data 2014, vol. 178, pp. 28–44, 2015.

[28] J. Clarke, C. Johnstone, J. Kim, and P. Tuohy, “Energy, carbon and cost performance

of building stocks: upgrade analysis, energy labelling and national policy development,”

Advances in Building Research, vol. 3, no. 1, pp. 1–20, 2009.

[29] M. Kavgic, A. Mavrogianni, D. Mumovic, A. Summerfield, Z. Stevanovic, and

M.Djurovic-Petrovic, “A review of bottom-up building stockmodels for energy consumption

in the residential sector,” Building and Environment, vol. 45, no. 7, pp. 1683–1697, 2010.

110



[30] E. Mata, A. S. Kalagasidis, and F. Johnsson, “A modelling strategy for energy, carbon, and

cost assessments of building stocks,” Energy and Buildings, vol. 56, pp. 100–108, 2013.

[31] J. Allegrini, K. Orehounig, G. Mavromatidis, F. Ruesch, V. Dorer, and R. Evins, “A review

of modelling approaches and tools for the simulation of district-scale energy systems,”

Renewable and Sustainable Energy Reviews, vol. 52, pp. 1391–1404, 12 2015.

[32] B. Coffey, S. Borgeson, S. Selkowitz, J. Apte, and P. Mathew, “Towards a Very Low Energy

Building Stock: Modeling the US Commercial Building Sector to Support Policy and

Innovation Planning,”

[33] T. Johansson, M. Vesterlund, T. Olofsson, and J. Dahl, “Energy performance certificates and

3-dimensional city models as a means to reach national targets - A case study of the city of

Kiruna,” Energy Conversion and Management, vol. 116, pp. 42–57, 2016.

[34] N. Kohler and U. Hassler, “The building stock as a research object,” Building Research &

Information, vol. 30, no. 4, pp. 226–236, 2002.

[35] M. Santamouris, “Innovating to zero the building sector in Europe: Minimising the energy

consumption, eradication of the energy poverty and mitigating the local climate change,”

Solar Energy, vol. 128, pp. 61–94, 2016.

[36] P. Lotfabadi, “Analyzing passive solar strategies in the case of high-rise building,”Renewable

and Sustainable Energy Reviews, vol. 52, pp. 1340–1353, 12 2015.

[37] H.-x. Zhao and F. Magoulès, “A review on the prediction of building energy consumption,”

Renewable and Sustainable Energy Reviews, vol. 16, no. 6, pp. 3586–3592, 2012.

[38] E. Marshall, J. K. Steinberger, V. Dupont, and T. J. Foxon, “Combining energy efficiency

measure approaches and occupancy patterns in building modelling in the UK residential

context,” Energy and Buildings, vol. 111, pp. 98–108, 2016.

[39] H. Khosravani, M. Castilla, M. Berenguel, A. Ruano, and P. Ferreira, “A Comparison

of Energy Consumption Prediction Models Based on Neural Networks of a Bioclimatic

Building,” Energies, vol. 9, p. 57, 1 2016.

111



[40] J. Clarke, Energy Simulation in Building Design. Oxford: Butterworth-Heinemann, 2 ed.,

2001.

[41] C. F. Reinhart and C. Cerezo Davila, “Urban building energy modeling - A review of a

nascent field,” Building and Environment, vol. 97, pp. 196–202, 2016.

[42] C. Mignard and C. Nicolle, “Merging BIM and GIS using ontologies application to Urban

facility management in ACTIVe3D,” Computers in Industry, vol. 65, no. 9, pp. 1276–1290,

2014.

[43] G. Dall’O’, A. Galante, and M. Torri, “A methodology for the energy performance

classification of residential building stock on an urban scale,” Energy and Buildings, vol. 48,

pp. 211–219, 2012.

[44] Q. Li, S. J. Quan, G. Augenbroe, P. Pei, J. Yang, and J. Brown, “Building Energy

Modelling at Urban Scale: Integration of Reduced Order Energy Model with Geographical

Information,” in 14th Conference of International Building Performance Simulation

Association, (Hyderabad, India), pp. 190–198, 2015.

[45] C. Calderón, P. James, J. Urquizo, and A.McLoughlin, “AGIS domestic building framework

to estimate energy end-use demand in UK sub-city areas,” vol. 96, pp. 236–250, 2015.

[46] Jones Lang LaSalle, “A Tale of Two Buildings. Are EPCs a true indicator of energy

efficiency?,” pp. 1–15, 2012.

[47] D. Clark and CUNDALL, “Energy and carbon in buildings : are we measuring the right

things?,” tech. rep., CUNDALL, 2013.

[48] M. Herrando, D. Cambra, M. Navarro, L. de la Cruz, G. Millán, and I. Zabalza, “Energy

Performance Certification of Faculty Buildings in Spain: The gap between estimated and

real energy consumption,” Energy Conversion and Management, 2016.

[49] A. C. Menezes, A. Cripps, D. Bouchlaghem, and R. Buswell, “Predicted vs. actual energy

performance of non-domestic buildings: Using post-occupancy evaluation data to reduce

the performance gap,” Applied Energy, vol. 97, pp. 355–364, 9 2012.

112



[50] Carbon Trust, “Closing the Gap - Lessons learned on realising the potential of low carbon

building design,” tech. rep., 2011.

[51] UCL Energy Institute, “Summary of audits performed on CarbonBuzz,” tech. rep., 2013.

[52] S. Petersen and C. A. Hviid, “THE EEPD: Comparison of Calculated and Actual Energy

Use in a Danish Office Building,” Building Simulation and Optimization Conference,

no. September 2012, pp. 43–48, 2012.

[53] P. A. Fokaides, C. N. Maxoulis, G. P. Panayiotou, M. K. A. Neophytou, and S. A. Kalogirou,

“Comparison between measured and calculated energy performance for dwellings in a

summer dominant environment,” Energy and Buildings, vol. 43, no. 11, pp. 3099–3105,

2011.

[54] L. Tronchin and K. Fabbri, “A Round Robin Test for buildings energy performance in Italy,”

Energy and Buildings, vol. 42, no. 10, pp. 1862–1877, 2010.

[55] G. Dall’O’, L. Sarto, A. Galante, and G. Pasetti, “Comparison between predicted and actual

energy performance for winter heating in high-performance residential buildings in the

Lombardy region (Italy),” Energy and Buildings, vol. 47, pp. 247–253, 2012.

[56] M. Delghust, T. Strobbe, R. De Meyer, and A. Janssens, “Enrichment of Single-zone

EPB-data into Multi-zone Models Using BIM-Based Parametric Typologies,” in 14th

Conference of International Building Performance Simulation Association, (Hyderabad,

India), pp. 2309 – 2316, 2015.

[57] I. Ballarini, S. P. Corgnati, and V. Corrado, “Use of reference buildings to assess the energy

saving potentials of the residential building stock: The experience of TABULA project,”

Energy Policy, vol. 68, pp. 273–284, 2014.

[58] BRE, “TheGovernment’s Standard Assessment Procedure for Energy Ratings of Dwellings,”

tech. rep., Building Research Establishment (BRE), 2012.

[59] BRE / AECOM, “A technical manual for SBEM UK Volume,” Tech. Rep. October, 2011.

113



[60] F. Zhao, S. H. Lee, and G. Augenbroe, “Reconstructing building stock to replicate energy

consumption data,” Energy and Buildings, vol. 117, pp. 301–312, 2016.

[61] P. Monsalvete, D. Robinson, and U. Eicker, “Dynamic simulation methodologies for urban

energy demand,” vol. 78, pp. 3360–3365, Elsevier Ltd, 2015.

[62] J. Keirstead, M. Jennings, and A. Sivakumar, “A review of urban energy system models:

approaches, challenges and opportunities,” 2011.

[63] C. L. Thiel, N. Campion, A. E. Landis, A. K. Jones, L. A. Schaefer, and M. M. Bilec,

“A materials life cycle assessment of a net-zero energy building,” Energies, vol. 6, no. 2,

pp. 1125–1141, 2013.

[64] M. Beccali, M. Cellura, M. Fontana, S. Longo, and M. Mistretta, “Energy retrofit of a

single-family house: Life cycle net energy saving and environmental benefits,” Renewable

and Sustainable Energy Reviews, vol. 27, pp. 283–293, 11 2013.

[65] C. Cerezo and C. Reinhart, “Urban energy lifecycle: An analytical framework to evaluate

the embodied energy use of urban developments,” in Proceedings of Building Simulation,

(Chambery, France), pp. 1280–1287, 2013.

[66] C. F. Calvillo, A. Sánchez-Miralles, and J. Villar, “Energy management and planning in

smart cities,” Renewable and Sustainable Energy Reviews, vol. 55, pp. 273–287, 2016.

[67] A. Kylili and P. A. Fokaides, “European Smart Cities: The Role of Zero Energy Buildings,”

Sustainable Cities and Society, vol. 15, pp. 86–95, 1 2015.

[68] M.-L. Marsal-Llacuna, J. Colomer-Llinàs, and J. Meléndez-Frigola, “Lessons in urban

monitoring taken from sustainable and livable cities to better address the Smart Cities

initiative,” Technological Forecasting and Social Change, vol. 90, Part B, pp. 611–622,

2015.

[69] S. Coccolo and J. Kampf, “Urban energy simulation based on a new data model paradigm:

the CityGML application domain extension energy. A case study in the EPFL campus of

Lausanne,” BS 2015 - 14th Int. IBPSA Conference, vol. 1, pp. 595–600, 2015.

114



[70] E. Zwingle, “National Geographic Magazine: Cities, Available at:

http://ngm.nationalgeographic.com/ngm/0211/feature3/,” 2002.

[71] R. O’Toole, “Population Growth and Cities,” The Electronic Journal of Sustainable

Development, vol. 1, no. 3, p. 99, 2009.

[72] C. Becchio, S. Corgnati, C. Delmastro, V. Fabi, and P. Lombardi, “The Role of Nearly-zero

Energy Buildings in the Definition of Post- Carbon Cities,” Energy Procedia, vol. 78,

pp. 687–692, 11 2015.

[73] K. Li and B. Lin, “Impacts of urbanization and industrialization on energy consumption/CO2

emissions: Does the level of development matter?,” Renewable and Sustainable Energy

Reviews, vol. 52, pp. 1107–1122, 12 2015.

[74] U. Al-mulali, C. N. Binti Che Sab, and H. G. Fereidouni, “Exploring the bi-directional long

run relationship between urbanization, energy consumption, and carbon dioxide emission,”

Energy, vol. 46, pp. 156–167, 10 2012.

[75] Q. Wang, “Effects of urbanisation on energy consumption in China,” Energy Policy, vol. 65,

pp. 332–339, 2 2014.

[76] V. Harish and A. Kumar, “A review onmodeling and simulation of building energy systems,”

Renewable and Sustainable Energy Reviews, vol. 56, pp. 1272–1292, 2016.

[77] J. Castellano, A. Ribera, and J. Ciurana, “Integrated system approach to evaluate social,

environmental and economics impacts of buildings for users of housings,” Energy and

Buildings, vol. 123, pp. 106–118, 2016.

[78] I. Andrić, N. Gomes, A. Pina, P. Ferrão, J. Fournier, B. Lacarrière, and O. Le Corre,

“Modeling the long-term effect of climate change on building heat demand: Case study on

a district level,” Energy and Buildings, vol. 126, pp. 77–93, 2016.

[79] T. Frank, “Climate change impacts on building heating and cooling energy demand in

Switzerland,” Energy and Buildings, vol. 37, no. 11, pp. 1175–1185, 2005.

115



[80] M. Dolinar, B. Vidrih, L. Kajfež-Bogataj, and S. Medved, “Predicted changes in energy

demands for heating and cooling due to climate change,” Physics and Chemistry of the

Earth, Parts A/B/C, vol. 35, no. 1, pp. 100–106, 2010.

[81] M. Christenson, H. Manz, and D. Gyalistras, “Climate warming impact on degree-days and

building energy demand in Switzerland,” Energy Conversion and Management, vol. 47,

no. 6, pp. 671–686, 2006.

[82] T. Berger, C. Amann, H. Formayer, A. Korjenic, B. Pospischal, C. Neururer, and R. Smutny,

“Impacts of climate change upon cooling and heating energy demand of office buildings in

Vienna, Austria,” Energy and Buildings, vol. 80, pp. 517–530, 2014.

[83] T. Berger, C. Amann, H. Formayer, A. Korjenic, B. Pospichal, C. Neururer, and R. Smutny,

“Impacts of urban location and climate change upon energy demand of office buildings in

Vienna, Austria,” Building and Environment, vol. 81, pp. 258–269, 2014.

[84] D. A. Waddicor, E. Fuentes, L. Sisó, J. Salom, B. Favre, C. Jiménez, and M. Azar, “Climate

change and building ageing impact on building energy performance and mitigation measures

application: A case study in Turin, northern Italy,” Building and Environment, vol. 102,

pp. 13–25, 2016.

[85] H.Wang andQ. Chen, “Impact of climate change heating and cooling energy use in buildings

in the United States,” Energy and Buildings, vol. 82, pp. 428–436, 2014.

[86] P.Xu, Y. J.Huang, N.Miller, N. Schlegel, and P. Shen, “Impacts of climate change on building

heating and cooling energy patterns in California,” Energy, vol. 44, no. 1, pp. 792–804, 2012.

[87] M. Isaac and D. P. van Vuuren, “Modeling global residential sector energy demand for

heating and air conditioning in the context of climate change,” Energy Policy, vol. 37, no. 2,

pp. 507–521, 2009.

[88] IPCC, Mitigation of climate change: Contribution of working group III to the fourth

assessment report of the Intergovernmental Panel on Climate Change. 2007.

116



[89] J. A. Dirks, W. J. Gorrissen, J. H. Hathaway, D. C. Skorski, M. J. Scott, T. C. Pulsipher,

M. Huang, Y. Liu, and J. S. Rice, “Impacts of climate change on energy consumption and

peak demand in buildings: A detailed regional approach,” Energy, vol. 79, pp. 20–32, 2015.

[90] J. Allegrini, V. Dorer, and J. Carmeliet, “Influence of morphologies on the microclimate in

urban neighbourhoods,” Journal ofWindEngineering and Industrial Aerodynamics, vol. 144,

pp. 108–117, 9 2015.

[91] D. J. Sailor, “Risks of summertime extreme thermal conditions in buildings as a result of

climate change and exacerbation of urban heat islands,” Building and Environment, vol. 78,

pp. 81–88, 2014.

[92] H. Radhi, F. Fikry, and S. Sharples, “Impacts of urbanisation on the thermal behaviour of

new built up environments: A scoping study of the urban heat island in Bahrain,” Landscape

and Urban Planning, vol. 113, pp. 47–61, 5 2013.

[93] P. Boehme, M. Berger, and T. Massier, “Estimating the building based energy consumption

as an anthropogenic contribution to urban heat islands,” vol. 19, pp. 373–384, 2015.

[94] International EnergyAgency,Electricity Information 2012with 2011 data. IEAPublications,

2012.

[95] C. Busch and H. Kennan, Urbanization Can Actually Reduce Greenhouse Gas Emissions.

Energy Innovation: Policy and Technology, 2013.

[96] D. D’Agostino, “Assessment of the progress towards the establishment of definitions of

Nearly Zero Energy Buildings (nZEBs) in European Member States,” Journal of Building

Engineering, vol. 1, pp. 20–32, 2015.

[97] U. Desideri, L. Arcioni, D. Leonardi, L. Cesaretti, P. Perugini, E. Agabitini, and

N. Evangelisti, “Design of a multipurpose ’zero energy consumption’; building according

to European Directive 2010/31/EU: Life cycle assessment,” Energy and Buildings, vol. 80,

pp. 585–597, 2014.

117



[98] J. Bull, A. Gupta, D. Mumovic, and J. Kimpian, “Life cycle cost and carbon footprint of

energy efficient refurbishments to 20th century UK school buildings,” International Journal

of Sustainable Built Environment, vol. 3, pp. 1–17, 6 2014.

[99] R. McMullan, Environmental Science in Building, 6th Edition. Palgrave MacMillan, 6 ed.,

2007.

[100] H.-Y. Chan, S. B. Riffat, and J. Zhu, “Review of passive solar heating and cooling

technologies,” Renewable and Sustainable Energy Reviews, vol. 14, pp. 781–789, 2 2010.

[101] T. G. T. Özbalta and S. Kartal, “Heat gain through Trombe wall using solar energy in a cold

region of Turkey,” Scientific Research and Essays, vol. 5, no. 18, pp. 2768–2778, 2010.

[102] K. Voss, G. Goetzberger, G. Bopp, A. Haberle, A. Heinzel, and H. Lehmberg, “The

Self-Sufficient Solar House in Freiburg - Results of 3 Years of Operation,” Solar Energy,

vol. 58, pp. 17–23, 1996.

[103] Fraunhofer Institute for Solar Energy Systems ISE, “https://www.ise.fraunhofer.de/en,” 1992.

[104] C. Li, H. Shi, Y. Cao, J. Wang, Y. Kuang, Y. Tan, and J. Wei, “Comprehensive review of

renewable energy curtailment and avoidance: A specific example in China,” Renewable and

Sustainable Energy Reviews, vol. 41, pp. 1067–1079, 1 2015.

[105] Encraft, “Warwick Wind Trials Final Report,” tech. rep., Encraft, 2009.

[106] D. Zhang, S. Evangelisti, P. Lettieri, and L. G. Papageorgiou, “Optimal design of CHP-based

microgrids: Multiobjective optimisation and life cycle assessment,” Energy, vol. 85,

pp. 181–193, 6 2015.

[107] ViessmannLimited, “Over 540 households helped out of fuel poverty with a Pyrotec biomass

community heating system,” tech. rep., 2015.

[108] S. Chowdhury and P. Crossley,Microgrids and active distribution networks. The Institution

of Engineering and Technology, 2009.

[109] The Microgrid Institute, “http://www.microgridinstitute.org/about-microgrids.html,” 2014.

118



[110] C. A. Balaras, K. Droutsa, E. Dascalaki, and S. Kontoyiannidis, “Heating energy

consumption and resulting environmental impact of European apartment buildings,” Energy

and Buildings, vol. 37, no. 5, pp. 429–442, 2005.

[111] E. Burman, D. Mumovic, and J. Kimpian, “Towards measurement and verification of energy

performance under the framework of the European directive for energy performance of

buildings,” Energy, vol. 77, pp. 153–163, 12 2014.

[112] European Innovation Partnership, “European Innovation Partnership on Smart Cities and

Communities Strategic Implementation Plan,” 2013.

[113] M. M. Rathore, A. Ahmad, A. Paul, and S. Rho, “Urban planning and building smart cities

based on the Internet of Things using Big Data analytics,” Computer Networks, vol. 101,

pp. 63–80, 2016.

[114] P. Watson, “An introduction to UK Energy Performance Certificates (EPCs),” Journal of

Building Appraisal, vol. 5, no. 3, pp. 241–250, 2010.

[115] P. Davidson and BRE, “The National Calculation Method and SBEM,” tech. rep., CIBSE,

2016.

[116] EPC Scotland Ltd, “Energy Performance Certification, Available at:

http://www.epc-scotland.co.uk/energy_performance_certificate_commercial.html,” 2009.

[117] R. Bull, N. Chang, and P. Fleming, “The use of building energy certificates to reduce energy

consumption in European public buildings,” Energy and Buildings, vol. 50, pp. 103–110, 7

2012.

[118] C.Watts, M. Jentsch, and P. James, “Evaluation of domestic Energy Performance Certificates

in use,” Building Services Engineering Research and Technology, vol. 32, no. 4, pp. 361–376,

2011.

[119] C. F. Reinhart and C. Cerezo Davila, “Urban building energy modeling âĂŞ A review of a

nascent field,” Building and Environment, vol. 97, pp. 196–202, 2 2016.

119



[120] R. Raslan, M. Davies, and N. Doylend, “An Analysis of Results Variability in Energy

Performance Compliance Verification Tools,” in Eleventh Internation IBPSA Conference,

pp. 561–568, 2009.

[121] ASHRAE, “Ventilation for Acceptable Indoor Air Quality,” tech. rep., ASHRAE, Atlanta,

USA, 2004.

[122] M. Liddament, “Simulation Techniques for Ventilation and Air Flow Prediction,” in

European Conference on Energy Performance and Indoor Climate in Buildings, (Lyon,

France), pp. 214 –219, 1994.

[123] H. Dai, P. Mischke, X. Xie, Y. Xie, and T. Masui, “Closing the gap? Top-down versus

bottom-up projections of China’s regional energy use and CO2 emissions,” Applied Energy,

vol. 162, pp. 1355–1373, 2016.

[124] L. G. Swan and V. I. Ugursal, “Modeling of end-use energy consumption in the residential

sector: A review of modeling techniques,” Renewable and Sustainable Energy Reviews,

vol. 13, no. 8, pp. 1819–1835, 2009.

[125] M. Österbring, Ã. Mata, L. Thuvander, M. Mangold, F. Johnsson, and H. Wallbaum,

“A differentiated description of building-stocks for a georeferenced urban bottom-up

building-stock model,” Energy and Buildings, vol. 120, pp. 78–84, 2016.

[126] T. Zhang, O. Siebers, and U. Aickelin, “Modelling Electricity Consumption in Office

Buildings: An Agent Based Approach,” tech. rep., School of Computer Science, University

of Nottingham, Nottingham, 2011.

[127] S. Natarajan, J. Padget, and L. Elliott, “ModellingUKdomestic energy and carbon emissions:

an agent-based approach,” Energy and Buildings, vol. 43, no. 10, pp. 2602–2612, 2011.

[128] A. Parekh, “Development of archetypes of building characteristics libraries for simplified

energy use evaluation of houses,”Ninth International IBPSAConference, pp. 921–928, 2005.

[129] C. Balaras, K. Droutsa, A. Argiriou, and D. Asimakopoulos, “Potential for energy

conservation in apartment buildings,” Energy and Buildings, vol. 31, no. 2, pp. 143–154,

2000.

120



[130] L. Shorrock and J. Dunster, “The physically-basedmodel BREHOMESand its use in deriving

scenarios for the energy use and carbon dioxide emissions of the UK housing stock,” Energy

Policy, vol. 25, pp. 1027–1037, 10 1997.

[131] M. Aksoezen, M. Daniel, U. Hassler, and N. Kohler, “Building age as an indicator for energy

consumption,” Energy and Buildings, 2015.

[132] E. Rodrigues, A. R. Amaral, A. R. Gaspar, and Ã. Gomes, “How reliable are geometry-based

building indices as thermal performance indicators?,” Energy Conversion and Management,

vol. 101, pp. 561–578, 9 2015.

[133] C. Ratti, N. Baker, and K. Steemers, “Energy consumption and urban texture,” Energy and

Buildings, vol. 37, pp. 762–776, 7 2005.

[134] K.O. Esan,Analysis of HousingUpgrades for Policy FormualtionUsingDynamic Simulation

Tool. PhD thesis, University of Strathclyde, 2012.

[135] D. Robinson, F. Haldi, J. Kampf, P. Leroux, D. Perez, A. Rasheed, and U. Wilkie, “CitySIM:

Comprehensive micro-simulation of resource flows for sustainable urban planning,” in

Eleventh International IBPSA Conference, pp. 1083–1090, 2009.

[136] R. Nouvel, J.-m. Bahu, R. Kaden, J. Kaempf, P. Cipriano, T. U. Munich, and H. C. U.

Hamburg, “Development of the CityGMLApplication Domain Extension Energy For Urban

Energy Simulation University of Applied Sciences Stuttgart , Germany ; EPFL Lausanne ,

Swiss ; 5 Sinergis , Italy ; RWTH Aachen University / E . ON Energy Research Center ,

Germany ;,” Building Simulation Conference, 2015.

[137] J. Schiefelbein, A. Javadi, L. Moritz, P. Remmen, R. Streblow, and D. Muller, “Development

of a City Information Model to Support Data Management and Analysis of Building Energy

Systems within Complex City Districts,” tech. rep., RWTHAachen University, E.ON Energy

Research Center, Institute for Energy Efficient Buildings and Indoor Climate, Laussane,

Switzerland, 2015.

[138] SUNSHINE Project, “www.sunshineproject.eu,” 2015.

121



[139] University of Strathclyde, “Gas and Electricity Metered Data for John Anderson Campus

Buildings,” 2015.

[140] University of Strathclyde, “John Anderson Campus Map, Available at:

https://www.strath.ac.uk/media/stockmedia/maps/pdf/A4_download_map.pdf,” 2016.

[141] M. Andrews, “Part L , SBEM &What you need to know to get your building to pass,” tech.

rep., 2012.

[142] D. J. MacKay, Sustainable Energy - Without the Hot Air. Cambridge: UIT Cambridge Ltd,

2009.

[143] H. Hens, W. Parijs, andM. Deurinck, “Energy consumption for heating and rebound effects,”

Energy and Buildings, vol. 42, no. 1, pp. 105–110, 2010.

[144] B. Howard, L. Parshall, J. Thompson, S. Hammer, J. Dickinson, and V. Modi, “Spatial

distribution of urban building energy consumption by end use,” Energy and Buildings,

vol. 45, pp. 141–151, 2012.

[145] N. Schüler, A. Mastrucci, A. Bertrand, J. Page, and F. Maréchal, “Heat Demand Estimation

for Different Building Types at Regional Scale Considering Building Parameters and Urban

Topography,” Energy Procedia, vol. 78, pp. 3403–3409, 11 2015.

[146] J. W. Hand, “Strategies for Deploying Virtual Representations of the Built Environment.

TheESP-r Cookbook.,” tech. rep., 2015.

[147] J. Hensen, “Good practice guide for ESP-r developers,” tech. rep., 1991.

[148] T. Lu, X. Lü, and M. Viljanen, “A New Method for Modeling Energy Performance in

Buildings,” Energy Procedia, vol. 75, pp. 1825–1831, 8 2015.

[149] Y. Kaluarachi, K. Jones, P. James, M. Jentsch, A. Bahaj, D. Clements-Croome, and D. Gann,

“Building facades: sustainability, maintenance and refurbishment,” in Proceedings of the

Institution of Civil Engineers, pp. 89 – 95, 2005.

[150] Historic Scotland, “Short Guide: Historic Concrete in Scotland Part 1: History and

Development,” tech. rep., 2013.

122



[151] Historic Scotland, “Short Guide: Historic Concrete in Scotland Part 2: Investigation and

Assessment of Defects,” tech. rep., 2014.

[152] Scottish Executive, “Technical Standards: For compliance with the Building Standards

(Scotland) Regulations 1990, as amended by the Building Standards (Scotland) Amendment

Regulations 1993, the Building Standards (Scotland) Amendment Regulations 1994,” tech.

rep., 1999.

[153] Scottish Building Standards, “Cavity Wall Insulation: A Homeowner’s Guide,” 2012.

[154] The Brick Industry Association, “Technical Notes on brick Construction,” tech. rep., 1998.

[155] BRE Scotland, “Thermal transmittance of walls of dwellings before and after application of

cavity wall insulation,” tech. rep., 2008.

[156] R. Ghedamsi, N. Settou, A. Gouareh, A. Khamouli, N. Saifi, B. Recioui, and B. Dokkar,

“Modeling and forecasting energy consumption for residential buildings in Algeria using

bottom-up approach,” Energy and Buildings, vol. 121, pp. 309–317, 2016.

[157] The Chartered Institution of Building Services Engineers (CIBSE), “Section A3 Thermal

Properties of Building Structures,” inCIBSE Guide Volume A Design Data, pp. 3 – 42, 1986.

[158] J. Clarke, P. Yaneske, and A. Pinney, “The Harmonisation of Thermal properties of Building

Materials,” tech. rep., 1990.

[159] C. Wang, D. Yan, and Y. Jiang, “A novel approach for building occupancy simulation,”

Building Simulation, vol. 4, no. 2, pp. 149–167, 2011.

[160] Z. Yang, A. Ghahramani, and B. Becerik-Gerber, “Building occupancy diversity and HVAC

(heating, ventilation, and air conditioning) system energy efficiency,” Energy, vol. 109,

pp. 641–649, 2016.

[161] C. Duarte, K. Van Den Wymelenberg, and C. Rieger, “Revealing occupancy patterns in an

office building through the use of occupancy sensor data,” Energy and Buildings, vol. 67,

pp. 587–595, 2013.

123



[162] X. Feng, D.Yan, andT.Hong, “Simulation of occupancy in buildings,”Energy andBuildings,

vol. 87, pp. 348–359, 2015.

[163] ASHRAE, ASHRAE Fundamentals Handbook. 2001.

[164] R. Atherton, “Energy in Buildings - Assignment B: Office Building Proposals,” tech. rep.,

2008.

[165] C. Varkie, “Energy Models: Internal Heat Gains, Available at:

http://energy-models.com/internal-heat-gains-ihg,” 2013.

[166] D. Jenkins andM.Newborough, “An approach for estimating the carbon emissions associated

with office lightingwith a daylight contribution,” Applied Energy, vol. 84, no. 6, pp. 608–622,

2007.

[167] B.-L. Ahn, C.-Y. Jang, S.-B. Leigh, and H. Jeong, “Analysis of the Effect of Artificial

Lighting on Heating and Cooling Energy in Commercial Buildings,” Energy Procedia,

vol. 61, pp. 928–932, 2014.

[168] C. Wilkins and M. Hosni, “Heat Gain from Office Equipment,” ASHRAE Journal, 2000.

[169] CEN and European Commission, “prEN 15203: Energy performance of buildings - Overall

energy use, CO2 emissions and definition of energy ratings,” tech. rep., 2006.

[170] C. Wilkins and N. McGaffin, “Measuring computer equipment loads in office buildings,”

ASHRAE Journal, vol. 36, no. 8, pp. 21–24, 1994.

[171] The Chartered Institution of Building Services Engineers (CIBSE), “Section B Ventilation

and Air Conditioning (Requirements),” in CIBSE Guide Volume B Installation and

Equipment Data, pp. 3– 7, 1986.

[172] H. Awbi, Ventilation of Buildings. Spon Press, 2 ed., 2003.

[173] J. Pascual, D. Camara, A. Ivancic, D. Tavan, and M. Casanova, “Evaluation of air leakage

and its influence on thermal demands of office buildings in Madrid,” REHVA European

HVAC Journal, vol. 50, no. 1, pp. 36 – 40, 2013.

124



[174] Vent-Axia, “Vent-Axia Ventilation Design Guidelines, Available at:

http://www.vent-axia.com/files/Ventilation%20Design%20Guidelines%202.pdf.”

[175] Nuair, “Nuair Information Booklet, Available at:

http://www.nuaire.co.uk/media/79314/nuaire_commercial_useful_info.pdf.”

[176] D. Clark and CUNDALL, “Ventilation rates in offices - mechanical and natural,” tech. rep.,

Cundall Johnston & Partners LLP, 2013.

[177] The Chartered Institution of Building Services Engineers (CIBSE), “Section A4 Air

Infiltration and Natural Ventilation,” in CIBSE Guide Volume A Design Data, pp. 1 –15,

1986.

[178] E. Robertson, “Thermal Properties of Rocks,” tech. rep., United States Department of the

Interior Geological Survey, Reston, Virginia, 1988.

[179] L. Tronchin and K. Fabbri, “Energy performance building evaluation in Mediterranean

countries: Comparison between software simulations and operating rating simulation,”

Energy and Buildings, vol. 40, no. 7, pp. 1176–1187, 2008.

[180] J. Clarke, “Integrated building performance simulation,” in Proceedings of the Fourth

International Conference on Indoor Air Quality, Ventilation & Energy Conservation in

Buildings, vol. 3, pp. 1395–1404, 2001.

[181] D. Bartholomew, J. Hand, S. Irving, K. Lomas, L. McElroy, F. Parand, D. Robinson, and

P. Strachan, “An Application Manual for Building Energy and Environmental Modelling,”

in Building Simulation, (Prague), pp. 387–393, 1997.

[182] B. Anderson and BRE Scotland, “Conventions for U-value calculations,” tech. rep., 2006.

[183] G. Killip, “Built Fabric and Building Regulations,” tech. rep., Environmental Change

Institute, University of Oxford, Oxford, 2005.

[184] I. Richardson, M. Thomson, and D. Infield, “A high-resolution domestic building occupancy

model for energy demand simulations,” Energy and Buildings, vol. 40, no. 8, pp. 1560–1566,

2008.

125



[185] W. K. Chang and T. Hong, “Statistical analysis and modeling of occupancy patterns in

open-plan offices using measured lighting-switch data,” Building Simulation, 2013.

[186] M. A. Lopes, C. H. Antunes, and N. Martins, “Towards more effective behavioural energy

policy: An integrative modelling approach to residential energy consumption in Europe,”

Energy Research & Social Science, vol. 7, pp. 84–98, 2015.

[187] X. Lü, T. Lu, C. J. Kibert, and M. Viljanen, “Modeling and forecasting energy consumption

for heterogeneous buildings using a physical-statistical approach,” Applied Energy, vol. 144,

pp. 261–275, 2015.

[188] T. R. Tooke, M. van der Laan, and N. C. Coops, “Mapping demand for residential building

thermal energy services using airborne LiDAR,” vol. 127, pp. 125–134, 2014.

126



Appendices
A. Architecture Building EPC and Energy Profile

Figure 70: Architecture Building EPC and energy profile

B. Barony Hall EPC and Energy Profile

Figure 71: Barony Hall EPC and energy profile
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C. Graham Hills EPC and Energy Profile

Figure 72: Graham Hills EPC and energy profile

D. Henry Dyer EPC and Energy Profile

Figure 73: Henry Dyer EPC and energy profile
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E. John Anderson Building EPC and Energy Profile

Figure 74: John Anderson EPC and energy profile

F. John Arbuthnott (Robertson Wing) Building EPC and Energy Profile

Figure 75: John Arbuthnott EPC and energy profile
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G. Lord Todd Building EPC and Energy Profile

Figure 76: Lord Todd EPC and energy profile

H. McCance Building EPC and Energy Profile

Figure 77: McCance Building EPC and energy profile
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I. Ramshorn Theatre EPC and Energy Profile

Figure 78: Ramshorn Theatre EPC and energy profile

J. Sir William Duncan Building EPC and Energy Profile

Figure 79: Sir William Duncan EPC and energy profile

131



K. Thomas Graham Building EPC and Energy Profile

Figure 80: Thomas Graham EPC and energy profile

L. University Centre EPC and Energy Profile

Figure 81: University Centre EPC and energy profile
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M. Architecture Building Occupancy and Lighting Data

Table 10: Table of information on the occupancy of rooms in the Architecture Building, 3rd floor

Table 11: Table of information on electrical lighting in the Architecture Building
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N. Graham Hills Building Occupancy and Lighting Data

Table 12: Table of information on the occupancy of rooms in the Graham Hills Building, 6th floor

Table 13: Table of information on electrical lighting in the Graham Hills Building
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O. Henry Dyer Building Occupancy and Lighting Data

Table 14: Table of information on the occupancy of rooms in the Henry Dyer Building, 2nd floor

Table 15: Table of information on electrical lighting in the Henry Dyer Building
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P. John Anderson Building Occupancy and Lighting Data

Table 16: Table of information on the occupancy of rooms in the John Anderson Building, 2nd
floor

Table 17: Table of information on electrical lighting in the John Anderson Building
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Q. John Arbuthnott Building Lighting Data

Table 18: Table of information on electrical lighting in the John Arbuthnott Building

R. McCance Building Occupancy and Lighting Data

Table 19: Table of information on the occupancy of rooms in the McCance Building, 2nd floor
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Table 20: Table of information on electrical lighting in the McCance Building

S. Royal College Building Occupancy and Lighting Data

Table 21: Table of information on the occupancy of rooms in the Royal College Building, 2nd
floor
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Table 22: Table of information on electrical lighting in the Royal College Building
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T. Sir William Duncan Building Occupancy and Lighting Data

Table 23: Table of information on the occupancy of rooms in the Sir William Duncan Building,
2nd floor

Table 24: Table of information on electrical lighting in the Sir William Duncan Building
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U. Thomas Graham Building Occupancy and Lighting Data

Table 25: Table of information on the occupancy of rooms in the Thomas Graham Building, 2nd
Floor

Table 26: Table of information on electrical lighting in the Thomas Graham Building
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V. Graphs Comparing Monthly Dynamic Simulation and Measured Data for Individual
Buildings

Figure 82: The mean, minimum and maximum monthly measured energy consumption vs
dynamic simulation for the Architecture Building

Figure 83: The mean, minimum and maximum monthly measured energy consumption vs
dynamic simulation for the Graham Hills Building

142



Figure 84: The mean, minimum and maximum monthly measured energy consumption vs
dynamic simulation for the Henry Dyer Building

Figure 85: The mean, minimum and maximum monthly measured energy consumption vs
dynamic simulation for the John Anderson Building
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Figure 86: The mean, minimum and maximum monthly measured energy consumption vs
dynamic simulation for the John Arbuthnott Building

Figure 87: The mean, minimum and maximum monthly measured energy consumption vs
dynamic simulation for the McCance Building
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Figure 88: The mean, minimum and maximum monthly measured energy consumption vs
dynamic simulation for the Royal College Building

Figure 89: The mean, minimum and maximum monthly measured energy consumption vs
dynamic simulation for the Sir William Duncan Building
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Figure 90: The mean, minimum and maximum monthly measured energy consumption vs
dynamic simulation for the Thomas Graham Building
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W. United States Department of Energy Standardised Occupancy Schedules for Office
Buildings

Figure 91: Standardised office building occupancy schedule for working days
[162]

Figure 92: Standardised office building occupancy schedule for Saturdays
[162]
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Figure 93: Standardised office building occupancy schedule for Sundays
[162]
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