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Abstract

At present, society is becoming more self conscious about the fact that carbon emissions should be reduced to minimize the impact of a climate change with hypothetical anthropogenic origins. This belief has lead countries all over the world to establish ambitious carbon restrictive targets. Moreover, buildings energy consumption is responsible for roughly a 40% of the total European greenhouse gas emissions [1], thus, it seems that this sector has a key role to play in helping achieve the government targets.

On the other hand, we are moving fast towards smarter cities, which will be based on information systems. Smart metering systems are meant to be installed in the majority of households by 2019 [2], one of their roles being to provide real time high resolution consumption data to utilities. The benefits of modelling this information in order to obtain a better knowledge of the current system seem evident. Therefore, the aim of this project will be to perform an approach to carbon mapping in urban areas by means of GIS software in order to show, in first instance, its potential for accomplishing the government targets and further to explore the range of possibilities that this software can offer to utilities and local authorities.

The steps in this project are: detection of the options that GIS software can offer in the energy field, determination of the information that is considered relevant for the previous purposes and is going to be included in the maps; identification of the information sources; definition of the data treatment prior to representation, exploration of the different viable representation techniques and consultation to energy experts.

The results include a list of functionalities that GIS offers to utilities and local authorities and an extensive research on the best ways to represent energy related data in urban areas.
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1. Introduction

We live in an era where society is becoming more self-conscious about the existence of a climate change with hypothetical anthropogenic origins. Many measures are being put in place at all levels to reduce carbon emissions, such as ‘the 20-20-20 targets’ at European level, where Europe is committed by 2020 to reduce the carbon emissions at least by 20% compared to 1990 levels, to produce 20% of the energy consumed in the EU with renewable resources and to reduce the energy consumption by 20% compared to the projected levels by improving energy efficiency, which became law on June 2009 [3]; or at smaller level, the ‘Climate Change (Scotland) Act 2009’, committing Scotland to a legally-binding 42% reduction in carbon emissions by 2020 against 1990 levels, and an 80% by 2050 [4].

Moreover buildings energy consumption (households + services) accounts for roughly a 40-45% of the total energy use in Europe, generating significant amounts of CO₂ [1]. Thus, it is important to have a deeper knowledge of the sector emissions generation, so that higher emitting sources can be detected, analysed, and action can be taken in order to reduce them and get closer to the carbon commitments.

At the same time, big changes are being imposed to utilities as we move towards smarter cities, entailing larger renewable energy deployment, smart metering and deployment of technology information systems. Thus, huge amounts of data will be generated by the electric network that, if well processed, can be a major source of information on societies’ current energy consumption behaviour. Geographic Information Systems (GIS) are an adequate tool for displaying information on maps, such as consumed energy, energy price or equivalent carbon emissions¹.

Although historically GIS tools have been used for several purposes, there is no information available which reports on the handling of this issue. Therefore, the aim of this project will be to perform an approach to carbon mapping in urban areas by means of GIS software in order to show, in first instance, its potential for accomplishing the government targets and further on explore the range of possibilities that this software can offer to utilities and local authorities.

¹ Equivalent carbon emissions of a dwelling: The total emissions generated by energy consumption, calculated depending on the type of fuel, and in the case of electricity, depending on the balance of generating sources.
1.1. Objectives

The main purpose of this project is to prototype an approach to carbon city mapping in order to increase the understanding of its potential for utilities and local authorities. To do so, special attention will be put in detecting the possibilities that this tool can offer to the described users as well as the data treatment, representation processes and maps interpretation.

An artificial scenario will be created for representation purposes; however, it is only intended to be illustrative of the possibilities that GIS software offers for utilities and local authorities when using real, confidential data.

1.2. Method

To perform this approach, different main aspects will be studied in depth:

- **Functionalities detection (section 3):** It is the core of the project. An extensive analysis on the range of options that GIS offers to utilities and local authorities in relation to energy consumption will be detailed.

- **Data treatment (section 4.1):** All the processes that occur once the desired data is detected until the moment when it is ready for representation, including data filtering, combination, transformation, etc.

- **Data representation (section 4.2):** There is not only one single way to represent energy data in maps; therefore, an approach to different representation techniques will be done, using the conjecture & test method.

- **Maps interpretation (section 4.3):** The opinion of several energy experts will be taken into consideration to conclude which techniques are more effective for the energy data representation purposes.

Finally, limitations of the current approach will be identified and further work suggested.
2. Key concepts

2.1. Previous work

Previous studies have been carried out using GIS in relation to carbon emissions:
- Representation of total carbon emissions of a city (data from regional energy statistics).

![Glasgow's Carbon Emissions 2006/07 – Geographic analysis](image)

**Fig. 1 – Representation of Glasgow carbon emissions. Source: [5].**
Also, previous work has been done in relation to energy consumption representation in maps:

- Maps showing domestic, industrial and commercial electricity consumption at local authority level:

![Figure 2 - Representation of United Kingdom (UK) domestic energy consumption (2009) using GIS.](source-image)

Source: [6].
• Observation of the relationship between energy consumption and the building final purpose.

![Annual Energy Consumption](image)

*Fig. 3 – Representation of the energy consumed for different purposes in a city area. Source: [7].*

• Study of the effect of changes in energy consumption patterns in relation to different dwelling types and ownership.

![Clusters of high and low energy consumers](image)

*Fig. 4 – Clusters of high and low energy consumers. Source: [8].*
Finally, GIS mapping has also already been used for displaying characteristics of the building energy stock:

- Representation of energy performance certificate of buildings (EPC) to suggest a ‘Zone Energy Indicator’:

![Fig. 5 – Representation of the buildings EPC rating. Source: [9].](image)

However, the approach that is going to be presented in this project has two main innovative aspects: the energy data origin comes from direct metering-lectures and it considers the inclusion of different information attributes in a single map.
2.2. Introduction to geographic information systems (GIS)

GIS are a very powerful tool that allows mapping data that previously could only be displayed on a table, which allows trends and patterns to be detected. These systems work by loading some georeferenced data as well as the maps of the area of interest. This data is treated and presented in a suitable way (the information output can be presented in many different ways, but what is important is that it must be consistent with human capacity for perception). This generates an output, which consists of information, a valuable resource that needs to be interpreted. Moreover, having the appropriate knowledge can be a crucial factor in order to have a good understanding of the situation and therefore extract the right conclusions.

GIS have been used since the late 1960s at different scales and with several different purposes, e.g. analysing the factors causing a situation; assisting in decision making processes, assessing risks or displaying forecasting. The main initial barrier of this technology was the accessibility to digital data; however, soon after several countries set up coordinating bodies in order to formulate and regulate national geographic information strategies.

There are different GIS software packages available in the market at present, such as ArcGis, Clark Labs IDRISI Selva, etc. However, the development of GIS open source\(^2\) programs has been notable in recent years (different websites can be found in internet listing open source and commercial GIS software). Some of the most common open source GIS packages are: Quantum GIS (QGIS), GeoServer, GRASS GIS, OpenMap, etc. Chen, D. et al (2010) looked over 30 open source packages to identify a list of the most suitable to be used for a specific purpose (entailing particular needs). The study

\(^2\) Open source: Means that the source code is easily accessible, and it can be modified, and distributed for non-commercial purposes.
highlighted that although QGIS cannot be installed in Windows Vista, it can run in different operating systems, such as Windows or Linux. Moreover, tests showed that its startup time is significantly faster than others, it works satisfactorily with large size images and it has low demand for computing resources [10]. For the aforementioned reasons, the software package selected for this project has been: Quantum GIS 1.7.4. [11].

QGIS program interface can be roughly divided into the following main areas:
1- Menu and tool bars
2- Map legend
3- Map view
4- Map overview

Fig. 7 – QGIS 1.7.4. interface. Source: [11].

Information is stored in GIS in layers, which can be hidden or displayed in the map view when desired. Hence, a map output is the result of overlaying different information layers.

There are two different ways to represent the same information, using vector layers or raster layers:
Fig. 8 – Representation of the same reality using two different methods: vector and raster layers. 

Source: [12].

- **Vector layers**: Are represented by means of discrete points, e.g. airports location; lines, e.g. pipelines or roads; or polygons, e.g. the regions of the country.

- **Raster layers**: Are images made up of grids of rectangles or squares, each having a different colour.

Each entity in the map is defined in terms of its geographical location (spatial coordinates) and their attributes or properties. This information can be requested when desired for a single entity, as shown below:

Fig. 9 – Information display of one point. Source: [11].
All this information is stored in an ‘Attribute table’, which contains the information associated to all the entities of one layer:

GIS software allow the production of four main types of maps: objects in space (Fig. 11), continuous variation over space (Fig. 12), choropleth maps (Fig. 13) and isoline maps (Fig. 14):

---

Fig. 10 – Attribute table. Source: [11].

Fig. 11 – Objects in space. Source: [11].
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Fig. 12 – Continuous variation over space. Source: [13].

Fig. 13 – Choropleth map\(^3\).

Fig. 14 - Isoline map\(^4\). Source: [14].

\(^3\) **Choropleth map:** A thematic map in which areas are carefully coloured or shaded to distinguish the classed values of a specific attribute [16].

\(^4\) **Isoline map:** A map with lines connecting points with equal values.
Heywood et al. (1995) proved that the slight differences in the way different GIS implement similar methods, can entail different results. Thus, it is crucial to understand the way GIS software works, enabling any results to be understood and explained correctly [15].
2.3. Data sources, management and analysis

The different stages of data processing (Fig. 15), entailing the identification of data sources, data management processes and the final maps analysis and interpretation will be developed in this section.

![Data processing diagram](image)

**Fig. 15 – Data processing.**

2.3.1. Data sources

Defining the problem of study and selecting the appropriate data are crucial steps in the design of any GIS project. Hence, a good project design is indispensable for an appropriate output. Once the data needed in each case is determined, the identification of the possible data sources can be completed.

Data representation in the built environment has a huge potential, since it can provide very valuable information to companies and local authorities. However, it also contains several significant concerns:

- The first one is how ethical it is to associate private population-related data with discrete geographical locations. To solve this, different masking techniques can be used to make the results anonymous so that the minimum entity can be a single house.
- Also, there is a common technical problem: there are many sources of population data, but these are usually not associated to any geographical location, so a spatial referencing process is needed.
- Data quality is also crucial to have reliable results. Geographic data has three components: spatial, temporal and thematic. Data has a good quality when it is accurate, precise, has good resolution, is complete and consistent in the three aforementioned aspects [17].
2.3.1.1. **Energy related data**

There are two main sources of energy related data: measured data and data coming from simulations.

2.3.1.1.1. **Measured data**

Utilities have the consumption register of all their clients, which has been obtained by a metering lecture. At present, in many cases this lecture is done manually by a worker of the company, with an approximate frequency of one visit per month; however, we are moving towards a metering system providing continuous lectures, with intervals between 15 and 30 minutes, so the availability of electrical and gas consumption data for all the households within the area of study will be an assumption of this project.

2.3.1.1.2. **Data coming from simulations**

Data can also come from simulations. Different specific software can be used to obtain energy consumption values, for example: a software where the inputs are the house area, number of rooms, etc., and the output: average electrical consumption.

Data from simulations is very useful particularly for future scenarios predictions.

2.3.1.2. **Census and survey data**

- **Building stock information:** Local authorities are in possession of buildings features information: year of construction, dwelling cadastral value, EPC rating, etc.
- **Census information:** Local authorities also have information about its citizens: age, sex, social insurance number, profession, income, etc. (This government trend of defining each citizen by a series of numbers was defined in 1996 by Mark Poster as ‘digital citizens’ [19]).
2.3.1.3. Geographical data

Most of the developed countries have agencies coordinating geographical data, which is often downloadable free of charge.

‘Ordnance survey’ is the national mapping agency of Great Britain, and geographical data of the country can be accessed free of charge [20]. This organization offers vector, raster and point data files covering different scales and applications. For the approach presented, the following file has been downloaded:

- District_borough_unitary_ward_region

‘The Scottish Government’ also offers free of charge geographic files compatible with GIS software [21]. The following file has been downloaded from this source:

- 2009-2010 Urban Rural Classification Shapefiles

The ‘Scottish Neighbourhood Statistics’ offers free of charge geographic information Shapefiles too [22]. The following files have been downloaded and used in this approach:

- Datazones_2001
- IntGeography_2001

‘Digimap’ is a collection of EDINA services, a service from the University of Edinburgh that offers free access to maps and geospatial data of Great Britain for staff and students in higher and further education [23]. The following file has been used for this approach:

- Topo_Area

2.3.2. Data management

Data management process is composed of the following stages:

Fig. 17 – The data management process.
1) **Data collection:** Once the required data has been defined according to the project requirements, it will be collected. At present, technology provides automatic data collection devices that allow a large amount of data to be obtained, in order to better know the reality. However, this data needs to be dealt with in an easy manner that allows storing and treating it, so that it can be converted into a suitable output that provides the information needed. Databases are the management method most commonly used, which consist of a set of structured data, being usually accessed by means of a database management systems (DBMS), a set of computer programmes that will allow users to deal with data without needing to know how it is physically structured and stored in the computer. DBMS offer different options to present the data in a suitable manner for the user’s purpose, allowing the data to be ordered under specific criteria, filtered, summarised or combined to provide specific information. However, databases also have limitations. Oxborrow [24] summarises the main databases problems as:

- **Complexity:** Its utilisation may require users training.
- **Cost:** The overall cost includes software development and design stages, maintenance and data storage.
- **Inefficiencies in processing:** When happening, will require time to get fixed up.
- **Rigidity:** Some databases do not accept long text strings, or other types of data.

Moreover, special attention needs to be put on data backup, recovery, auditing and security.

The definition and filling of the database with real data (data encoding process) is often a very time-consuming process (data input and updating can represent approximately an 80% of the duration of many large-scale GIS projects [25]) and its importance cannot be underestimated. The different data input methods are: manual entry (keycoding), digital data transfer, digitalisation or scanning processes.

At present, the incorporation of GIS systems by multinational companies, local authorities, etc. is growing; being the software compatibility with the existing internal databases a crucial aspect for its success. These multi-user applications have specific needs, such as security, reliability, integrity, performance and current access by different users often using intranet systems. In most cases there is a specific department working with GIS, controlling the data and the access to it, and dealing with all the issues described in this chapter.
Some of the most commonly used DBMS packages are:

- Open source: mySQL, PostgreSQL, etc.
- Proprietary software: Oracle, Microsoft SQL server, etc.

2) **Data treatment**: Once data has been collected, it undertakes different transformation processes, depending on the final purposes, which can include data classification, standardisation, aggregation, interpolation, error correction, etc. Errors are inevitable along these processes (stages 1 and 2), and its minimisation is crucial, as the reliability of the results will depend on the data quality. Linking databases to GIS provides a further level of data value.

3) **Database output**: Once the necessary data has been collected from different sources, a common ‘Coordinates reference system’ to work with needs to be chosen (a commonly used system is WGS84, which is a global projection system). Also, when combining data from datasets collected by different entities, knowing the metadata\(^5\) is necessary in order to know whether it is sensible or not to represent the different data together in a single map [26].

The data output format will depend on the map’s purpose, the audience to whom the results are directed and the cost constraints. The huge amount of possibilities offered by GIS software can make the maps design a very time consuming process, but at the same time very effective.

### 2.3.3. Data analysis

Once the data has been collected, treated and represented, the analysis of the results takes place, which most of the times consists in identifying spatial patterns, and where answers to some questions can be given and decisions be made. To do so, GIS provides some functions such as: measurement of lengths, perimeters and areas, distance calculations, point in polygon queries (e.g. is there an entity with a specific attribute in a given area?), shape analysis, etc.

---

\(^5\) **Metadata**: By definition it is ‘data about data’. It is a file normally attached to data files, which indicates the origins, quality and applicability of the data.
3. System’s functionality

This is a time of major changes for electrical utilities, which will have to adapt to new government regulations in a small period of time. The adoption of GIS can be a useful tool helping this purpose, as will be detailed in this section.

For the specific purpose of this project, which is meant to be useful to utilities supplying gas and electricity to a specific urban area, as well as the competent local authorities the specific functionalities have been categorised as follows:

- **Tracking previously implemented projects or policies:** Previously implemented policies can be tracked along the time to detect if they are accomplishing their original purposes, and if they are not, analyse the current present situation and the causes that have led to it. This can be done by representing the variables change in a single map, which can be become relatively complex to perceive, or by displaying a series of single maps, each one representing a moment in time and comparing them, which tends to be easier to interpret, as it gives the user an idea of change in time. Finally, performing an animation with the maps just mentioned is believed to be an excellent way to introduce the temporal component to spatial data. Some examples of this kind of functionality in the

![Fig. 18 – GIS functionalities.](image-url)
energy field would be the implementation of distributed generation technologies (e.g. district heating) or the tracking of buildings energy consumption after efficiency improvement actions have taken place.

- **Action planning (supporting decision tool):** Different strategic actions are continuously being implemented in urban areas. Having access to information directly or indirectly related to the decision topic will allow a decision making process that takes into account a higher number of factors, ending up with overall better results. Most of the time, choropleth maps are the most appropriate for decision making, as they transmit information in a very clear and understandable manner. An example of action planning would be the measures implemented in order to achieve the climate change targets of a specific urban area. The representation of the policy limitations on a map is also very useful for action planning.

- **Business, social and environmental opportunities detection:** the overlap of different layers can highlight some causality relations leading to undesirable situations. Hence, once they are detected, action can be taken in order to be improved. Also specific needs can be detected, creating business opportunities. Some examples can be the detection of an area with overall higher carbon emissions, where action should be taken in order to decrease it, the identification of where and when infrastructure upgrades are appropriate (e.g. transmission lines) or the feasibility of a new project depending on the surrounding area.

- **Future prediction modelling:** The representation on a map of the prediction of a future situation can pinpoint specific needs and generate actions in order to progress and take actions in advance, in order to avoid or minimise future problems. For example, the needs of substations modifications can be studied in a scenario with high deployment of small scale renewable and feed in tariffs.

For all the purposes exposed above, an example of the kind of information that has been considered relevant to be included in a GIS system within the energy sector is as follows:
Approach to energy related city mapping for utilities and local authorities.

### Table 1 – Energy related data.

<table>
<thead>
<tr>
<th>ATTRIBUTE</th>
<th>UNITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrical consumption</td>
<td>[kWh/year] &lt;br&gt; [kWh/year/person] &lt;br&gt; [kWh/year/m&lt;sup&gt;2&lt;/sup&gt;]</td>
</tr>
<tr>
<td>Gas consumption</td>
<td>[kWh/year] &lt;br&gt; [kWh/year/person] &lt;br&gt; [kWh/year/m&lt;sup&gt;2&lt;/sup&gt;]</td>
</tr>
<tr>
<td>Equivalent carbon emissions coming from electric consumption</td>
<td>[kg CO&lt;sub&gt;2&lt;/sub&gt;/year] &lt;br&gt; [kg CO&lt;sub&gt;2&lt;/sub&gt;/year/person] &lt;br&gt; [kg CO&lt;sub&gt;2&lt;/sub&gt;/year/m&lt;sup&gt;2&lt;/sup&gt;]</td>
</tr>
<tr>
<td>Equivalent carbon emissions coming from gas consumption</td>
<td>[kg CO&lt;sub&gt;2&lt;/sub&gt;/year] &lt;br&gt; [kg CO&lt;sub&gt;2&lt;/sub&gt;/year/person] &lt;br&gt; [kg CO&lt;sub&gt;2&lt;/sub&gt;/year/m&lt;sup&gt;2&lt;/sup&gt;]</td>
</tr>
<tr>
<td>Fuel poverty&lt;sup&gt;6&lt;/sup&gt; (&lt;i&gt;fuel costs&lt;/i&gt; / &lt;i&gt;income&lt;/i&gt;)</td>
<td>[%]</td>
</tr>
<tr>
<td>Heat to power ratio&lt;sup&gt;7&lt;/sup&gt;</td>
<td>(X:Y)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ATTRIBUTE</th>
<th>UNITS (QUANTITATIVE VARIABLE) / CLASSING (QUALITATIVE VARIABLE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Floor area</td>
<td>[m&lt;sup&gt;2&lt;/sup&gt;]</td>
</tr>
<tr>
<td>Building type</td>
<td>Detached house (DH) &lt;br&gt; Semi-detached house (SD) &lt;br&gt; Flat (FL).</td>
</tr>
<tr>
<td>EPC building rating</td>
<td>[A to G]</td>
</tr>
<tr>
<td>Heating type</td>
<td>Electric heaters (EH) &lt;br&gt; Gas fired heaters (GH) &lt;br&gt; HVAC (HV)</td>
</tr>
</tbody>
</table>

<sup>6</sup> **Fuel poverty**: A household suffers from fuel poverty if more than 10% of its economic income is used to pay heating in order to maintain a satisfactory temperature [28].

<sup>7</sup> **Heat to power ratio**: It is a ratio used to evaluate the suitability of a CHP system in a specific site. The value represents the amount of usable heat generated per each unit of electricity generated [29].
Sky availability \[ \text{[m}^2\text{]} \]
Number of inhabitants per dwelling -
Average inhabitants age Years old

Table 2 – Census and survey data.

<table>
<thead>
<tr>
<th>ATTRIBUTE</th>
<th>UNITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geographic information</td>
<td>Mountains, rivers, oceans, lakes, landform…</td>
</tr>
<tr>
<td>Administration information</td>
<td>City boundaries, districts…</td>
</tr>
<tr>
<td>Roads</td>
<td>Motorways, major roads, minor roads…</td>
</tr>
<tr>
<td>Generic urban information</td>
<td>Postcodes, street names…</td>
</tr>
<tr>
<td>Soil type</td>
<td>Residential, commercial, parks, industrial…</td>
</tr>
</tbody>
</table>

Table 3 – Geographical data.

Organizations such as multinational companies, local governments or utilities are using GIS more and more for a whole range of applications, like marketing, facilities location and engineering applications following two main objectives: driving down costs and improving customer service [27]. However, the decision of whether to install a GIS system, which includes justifying the investment cost, can be complicated. Clear objectives need to be defined prior to software acquisition; moreover, costs and benefits need to be listed and assessed. Some of the more common are compiled in the following table:
Approach to energy related city mapping for utilities and local authorities.

<table>
<thead>
<tr>
<th>Direct costs</th>
<th>Direct benefits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Hardware / software</td>
<td>■ Hardware</td>
</tr>
<tr>
<td></td>
<td>■ Fewer staff required</td>
</tr>
<tr>
<td></td>
<td>■ Software</td>
</tr>
<tr>
<td></td>
<td>■ Software development</td>
</tr>
<tr>
<td></td>
<td>■ Customization</td>
</tr>
<tr>
<td></td>
<td>■ Consumables [printer supplies, etc.]</td>
</tr>
<tr>
<td></td>
<td>■ Software upgrades</td>
</tr>
<tr>
<td></td>
<td>■ Maintenance and support contracts</td>
</tr>
<tr>
<td></td>
<td>■ Communications networks</td>
</tr>
<tr>
<td></td>
<td>■ Reduced cost of information production and provision</td>
</tr>
<tr>
<td></td>
<td>■ Fewer staff required</td>
</tr>
<tr>
<td></td>
<td>■ Less space required for, e.g., map storage</td>
</tr>
<tr>
<td></td>
<td>■ Time savings for routine and repetitive tasks</td>
</tr>
<tr>
<td>2 Data</td>
<td>■ Database creation</td>
</tr>
<tr>
<td></td>
<td>■ Data conversion</td>
</tr>
<tr>
<td></td>
<td>■ Database maintenance</td>
</tr>
<tr>
<td></td>
<td>■ Data updating</td>
</tr>
<tr>
<td></td>
<td>■ Faster provision of information</td>
</tr>
<tr>
<td></td>
<td>■ Greater range of information services provided</td>
</tr>
<tr>
<td></td>
<td>■ Information more readily available</td>
</tr>
<tr>
<td></td>
<td>■ Up-to-date information available</td>
</tr>
<tr>
<td>3 Human/admin.</td>
<td>■ Insurance</td>
</tr>
<tr>
<td></td>
<td>■ Administration</td>
</tr>
<tr>
<td></td>
<td>■ Security</td>
</tr>
<tr>
<td></td>
<td>■ Training</td>
</tr>
<tr>
<td></td>
<td>■ Rent</td>
</tr>
<tr>
<td></td>
<td>■ New range of output – maps, tables, etc.</td>
</tr>
<tr>
<td></td>
<td>■ Better-quality output</td>
</tr>
<tr>
<td>4 Method for choosing system</td>
<td>■ Pilot project</td>
</tr>
<tr>
<td></td>
<td>■ Benchmarking</td>
</tr>
<tr>
<td></td>
<td>■ Cost-benefit analysis</td>
</tr>
<tr>
<td></td>
<td>■ Consultancy</td>
</tr>
<tr>
<td>Indirect costs</td>
<td>■ Increased reliance on computers – vulnerability to failures, changes in software/hardware, etc.</td>
</tr>
<tr>
<td></td>
<td>■ Poorer working environment – noise, heat, tedious tasks for users</td>
</tr>
<tr>
<td></td>
<td>■ Higher-skilled workforce required</td>
</tr>
<tr>
<td>Indirect benefits</td>
<td>■ Improved information sharing and flows</td>
</tr>
<tr>
<td></td>
<td>■ Better-informed decision making</td>
</tr>
<tr>
<td></td>
<td>■ Stronger competitive ability</td>
</tr>
<tr>
<td></td>
<td>■ Better-motivated workforce – more career options, less tedious tasks</td>
</tr>
<tr>
<td></td>
<td>■ Greater analysis and understanding of problems</td>
</tr>
<tr>
<td></td>
<td>■ Justification for decisions made</td>
</tr>
<tr>
<td></td>
<td>■ Improved visualization of data</td>
</tr>
</tbody>
</table>

**Table 4 – Costs and benefits of using GIS. Source: [15]**

A cost-benefit analysis may be a good exercise to help taking this decision; however some of the costs and benefits of GIS may not be easy to quantify, especially the indirect ones.
4. Mapping process stages: data treatment, representation and interpretation

A complete approach to energy related information mapping, which includes data treatment, representation and interpretation, is going to be developed in this section.

4.1. Data treatment

Before being displayed on a map, data must be analysed and many times treated, which includes filtering it, combining it, transforming it, etc. It is very important that data quality is assured along this process, as map reliability will depend on it.

One of the most important processes in the representation of energy related data is the data calculation processes. There are two main calculations that will be completed for the purpose of this project: to obtain a electricity usage value (kWh/year) from a continuous energy metering lecture (kWh), and to transform the units of the consumed fuel or electricity (kWh/year) into carbon emissions (Kg CO₂/year).

4.1.1. Obtaining a power consumption value from continuous energy metering lectures

One of the assumptions of this project is that in few years time, continuous metering systems will be installed around Scotland, so utilities will have 15 min. resolution consumption data at their disposal, which represented daily will be:

![Demand profile curve - Summer day](image-url)

*Fig. 19 – Example of a summer demand profile curve. Source: [30].*
The consumed power\(^8\) is going to be expressed, for the project purposes, in kWh/year. The suggested method to calculate this power value is the ‘trapezoidal rule’, which consists in discretizing the curve into several intervals (in this case of 15 minutes), and approximating the area under it by:

\[
\int_{a}^{b} f(x)\,dx \approx (b-a)\frac{f(a) + f(b)}{2}
\]  

(Equation 1)

being ‘a’ and ‘b’ the first and last hour value of each interval.

The values obtained for each of the 15 minutes intervals are added up for a whole year, and the resulting number is the annual energy consumption for a specific dwelling. These values have been found to be roughly 10000 kWh/year of gas consumption and 3000 kWh/year of electrical consumption, for a domestic building in Glasgow city.

### 4.1.2. Obtaining carbon equivalent emissions from energy consumption

Once the annual consumed energy is known, it can be converted into carbon emissions by means of the spreadsheet ‘emissions’ [31], which allows the conversion of different types of fuels consumption (kWh/year) into carbon emissions (g of CO\(_2\)/year).

The following equations for both gas and electricity have been obtained from this spreadsheet and have been used to obtain the carbon emission values that are displayed in the maps.

---

\(8\) Consumed power: rate at which energy is consumed.
4.1.2.1. Conversion of gas consumption into carbon emissions

The equation obtained from the spreadsheet is the following:

\[ y = 244.3716 \cdot x \]  

(Equation 2)

where 'x' represents the amount of gas consumed in a period of time (in kWh/time period) and 'y' the carbon emissions released from this consumption (in grams/time period).

4.1.2.2. Conversion of electrical consumption into carbon emissions

The amount of emissions released per unit of energy consumed depends on the fuel mix that has been used to obtain the electricity. For the period 1 April 2010 to 31 March 2011, the UK fuel mix was as follows [32]:

<table>
<thead>
<tr>
<th>ENERGY SOURCE</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coal</td>
<td>28.9</td>
</tr>
<tr>
<td>Natural gas</td>
<td>44.2</td>
</tr>
<tr>
<td>Nuclear</td>
<td>17.3</td>
</tr>
<tr>
<td>Renewables</td>
<td>7.9</td>
</tr>
<tr>
<td>Other</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Table 5 – UK fuel mix breakdown. Source: [32].

Thus, the values presented in Table 5 have been introduced into the ‘emissions’ spreadsheet to obtain the following equation:

\[ y = 3254.03 \cdot x - 2.01 \]  

(Equation 3)

where 'x' represents the amount of gas consumed in a period of time (in kWh/time period) and 'y' represents the carbon emissions released from this consumption (in grams/time period).
4.2. Data representation

There exist multiple ways to represent data on a map, some are better than others, some are valid and some not; however there is not one single answer to this question. Therefore, an extensive study has been carried out to determine which the most suitable techniques for displaying energy related information are.

The method that has been used for this purpose is conjecture & test. Hence, some initial representation techniques have been presented, which have been subsequently evaluated by several energy experts in order to determine their effectiveness.

4.2.1. Data display introduction

In section 3 System’s functionality, the different information attributes that are considered to be of interest for this project are listed. This information cannot be displayed all at once, as the resulting maps would be overcrowded. Therefore, the first step is to study which combination of attributes could be represented at the same time in a single map.

It is sensible to represent just one parameter of energy data per map except for the case when the proportion of electrical and gas consumption wants to be compared. Different census attributes can be represented in a single map, as well as dwelling characteristics. Moreover, both census and dwelling characteristics attributes can be represented together to provide a higher level of information. These possible combinations are represented in Fig. 21:

Fig. 21 – Interaction between the variables that can be represented in the maps.
4.2.2. Scenario creation

In order to show the capabilities of the GIS techniques for the aforementioned purposes, data is needed. Certainly, real data would be subjected to confidentiality issues, as has been previously explained in section 2.3.1 Data sources, therefore, an artificial scenario will be created. The area selected for this study has been Glasgow city, due to real building geographical data availability provided by the ESRU department of the University of Strathclyde. Nevertheless, the conclusions of this approach to representation methods will be valid for any urban area.

For displaying the data, an attribute table must be created, which shows some of the selected attributes:

<table>
<thead>
<tr>
<th>ATTRIBUTE</th>
<th>MEANING</th>
<th>UNITS OF MEASURE</th>
<th>DESCRIPTION</th>
<th>ORIGIN</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>x geographic coordinate</td>
<td>-</td>
<td>Numeric value</td>
<td>Geographic database</td>
</tr>
<tr>
<td>Y</td>
<td>y geographic coordinate</td>
<td>-</td>
<td>Numeric value</td>
<td>Geographic database</td>
</tr>
<tr>
<td>Ref</td>
<td>dwelling reference code</td>
<td>-</td>
<td>Alphanumeric chain</td>
<td>Created</td>
</tr>
</tbody>
</table>
| Heating_ty    | Heating type                 | -                | 1 – Electric heating  
2 – Gas heating  
3 – HVAC\(^9\) | Local authorities          |
| EPC_rating    | Energy Performance Certificate rating | -                | 1 – Energy efficient to  
7 – Not energy efficient) | Local authorities |
| Area          | Dwelling area                | m\(^2\)          | Numeric value                                   | Local authorities  |

\(^9\) HVAC: Heating, ventilation and air conditioning.
## Approach to energy related city mapping for utilities and local authorities.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
<th>Unit</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cad_value</td>
<td>Cadastral value</td>
<td>£</td>
<td>Local authorities</td>
</tr>
<tr>
<td>Hh_ty</td>
<td>Household type</td>
<td></td>
<td>Local authorities</td>
</tr>
<tr>
<td>Aver_age</td>
<td>Dwelling inhabitants average age</td>
<td>Years old</td>
<td>Local authorities</td>
</tr>
<tr>
<td>N_inhabitants</td>
<td>Number of inhabitants</td>
<td>-</td>
<td>Local authorities</td>
</tr>
<tr>
<td>HP_ratio</td>
<td>Heat to power ratio</td>
<td>-</td>
<td>See Table 7</td>
</tr>
<tr>
<td>F_pov</td>
<td>Fuel poverty</td>
<td>-</td>
<td>Local authorities</td>
</tr>
<tr>
<td>Elec_cons</td>
<td>Electrical consumption</td>
<td>kWh/year</td>
<td>See Table 7</td>
</tr>
<tr>
<td>Gas_cons</td>
<td>Gas consumption</td>
<td>kWh/year</td>
<td>See Table 7</td>
</tr>
<tr>
<td>Elec_em</td>
<td>Carbon emissions from the electrical consumption</td>
<td>kg CO₂/year</td>
<td>See Table 7</td>
</tr>
<tr>
<td>Gas_em</td>
<td>Carbon emissions from the gas consumption</td>
<td>kg CO₂/year</td>
<td>See Table 7</td>
</tr>
<tr>
<td>Total_em</td>
<td>Total carbon emissions</td>
<td>kg CO₂/year</td>
<td>See Table 7</td>
</tr>
</tbody>
</table>

*Table 6 – Attribute table.*
The following table shows the data origins and calculations that are carried out in an external database and imported into the ‘Attribute table’:

<table>
<thead>
<tr>
<th>ATTRIBUTE</th>
<th>MEANING</th>
<th>UNIT OF MEASURE</th>
<th>COLLECTION METHOD</th>
<th>VALUE ORIGIN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>Date of lecture collection</td>
<td>-</td>
<td>dd/mm/yy</td>
<td>Utilities automatic collection</td>
</tr>
<tr>
<td>Time</td>
<td>Time of lecture collection</td>
<td>-</td>
<td>hh:mm:ss</td>
<td>Utilities automatic collection</td>
</tr>
<tr>
<td>Elect_lect</td>
<td>Meter electric lecture</td>
<td>kWh</td>
<td>Numeric value</td>
<td>Utilities automatic collection</td>
</tr>
<tr>
<td>Gas_lect</td>
<td>Meter gas lecture</td>
<td>kWh</td>
<td>Numeric value</td>
<td>Utilities automatic collection</td>
</tr>
<tr>
<td>Elec_cons</td>
<td>Electrical consumption</td>
<td>kWh/year</td>
<td>Numeric value</td>
<td>(35040(\text{Elect}<em>\text{lect}<em>n - \text{Elect}</em>\text{lect}</em>{n-1}))</td>
</tr>
<tr>
<td>Gas_cons</td>
<td>Gas consumption</td>
<td>kWh/year</td>
<td>Numeric value</td>
<td>(35040(\text{Gas}<em>\text{lect}<em>n - \text{Gas}</em>\text{lect}</em>{n-1}))</td>
</tr>
<tr>
<td>Elec_em</td>
<td>Carbon emissions from the electrical consumption</td>
<td>kg CO₂/year</td>
<td>Numeric value</td>
<td>(325.03 \sum_{n=1}^{365} \text{Elec}<em>\text{cons} - 2.01 ) (\text{Elec}</em>\text{em} = \frac{1000}{365}\sum_{n=1}^{365} \text{Elec}_\text{cons})</td>
</tr>
<tr>
<td>Gas_em</td>
<td>Carbon emissions from the gas consumption</td>
<td>kg CO₂/year</td>
<td>Numeric value</td>
<td>(244.3716 \sum_{n=1}^{365} \text{Gas}<em>\text{cons} ) (\text{Gas}</em>\text{em} = \frac{1000}{365}\sum_{n=1}^{365} \text{Gas}_\text{cons})</td>
</tr>
<tr>
<td>Total_em</td>
<td>Total carbon emissions</td>
<td>kg CO₂/year</td>
<td>Alphanumeric chain</td>
<td>(\text{Total}<em>\text{em} = \text{Elec}</em>\text{em} + \text{Gas}_\text{em})</td>
</tr>
<tr>
<td>HP_ratio</td>
<td>Heat to power ratio</td>
<td>-</td>
<td>Numeric value :</td>
<td>(\text{HP}<em>\text{ratio} = \frac{\text{Gas}</em>\text{cons}}{\text{Elec}_\text{cons}})</td>
</tr>
</tbody>
</table>

*Table 7 – Generation of ‘Attribute table’ contents.*
An artificial scenario has been created with some of the data detailed in Table 6. The following data has been used for the scenario creation:

- Wards population by age (2010) [33]
- Household types (2010) [33]
- Wards average household size (2010) [33]
- Average ordinary domestic electrical consumption (2010) [34]
- Average ordinary domestic gas consumption (2010) [34]
- Number of dwellings of each band per ward [35]
- Percentage of each dwelling type per ward [35]
- Conversion data table from postcodes to data zones [36]

A screenshot of the scenario generated attribute table is shown below:

![Fig. 22 – Part of the scenario created attribute table.](image)

### 4.2.3. General rules for one variable information displaying

The results yield both qualitative (e.g. the company which supplies the fuel to each household) and quantitative (e.g. the amount carbon emissions released in a period of time) types of information, and it is important to be able to represent these appropriately. Generally, colour hue and symbol shape are appropriate for showing categorical differences, while quantities are better represented by colour lightness and symbol size [37]. However, many different representations of the same data can be made, depending e.g. on the map scale, the symbol selection, the data classing or the way of combining multiple variables.

#### 4.2.3.1. Map scale issues

The geographical maps characteristic of this approach consist of urban areas. Around the world there are urban areas of many different sizes, which at the same time can be divided in various ways. For the case study of this project, it has been considered appropriate to work with three different zoom levels of the city (Table 8). The possible divisions of the displayed area are also mentioned in the table:
Approach to energy related city mapping for utilities and local authorities.

<table>
<thead>
<tr>
<th>ZOOM</th>
<th>LEVEL OF DETAIL</th>
<th>POSSIBLE DIVISIONS</th>
<th>IMAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zoom 1</td>
<td>Streets view</td>
<td>-</td>
<td>Fig. 23</td>
</tr>
<tr>
<td>Zoom 2</td>
<td>Wards view</td>
<td>District Zones(^{10}) (DZ)</td>
<td>Fig. 24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Intermediate Geography(^{11}) (IG)</td>
<td>Fig. 25</td>
</tr>
<tr>
<td>Zoom 3</td>
<td>City view</td>
<td>Intermediate Geography (IG)</td>
<td>Fig. 26</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wards(^{12})</td>
<td>Fig. 27</td>
</tr>
</tbody>
</table>

Table 8 – Zoom levels and divisions.

**Fig. 23 – Zoom 1 view.**

\(^{10}\) **Data zones**: Small areas in which Scotland is divided, each containing at least 500 residents, which were created from 2001 Census Output Areas. Source: [16].

\(^{11}\) **Intermediate Geography**: A geography division used in Scotland, which areas are built from grouping data zones and fit into council area boundaries. They contain at least 2500 inhabitants. Source: [16].

\(^{12}\) **Wards**: Electoral wards or divisions are the base of UK administrative geography (all other higher units are built up from them). Source: [16].
Fig. 24 – Zoom 2 view: small areas division.

Fig. 25 – Zoom 2 view: big areas division.
In general terms, data must always be legible, and overcrowded maps, as well as difficult to read maps, must be avoided. Different zoom levels may need different representation techniques for displaying the same data, e.g. representing carbon emissions data in Zoom 1 (Fig. 28) or in Zoom 2 (Fig. 29) using the same technique does not result in appropriate results.
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Fig. 28 – Information display using points in ‘Streets view’ (zoom 1).

Fig. 29 – Data representation using points in ‘Wards view’ (zoom 2).
Thus, it is necessary to aggregate the information using polygons (Fig. 30):

![Data representation using polygons in ‘Wards view’ (zoom 2).](image)

Therefore, the purpose of this project will be to explore the representation techniques for the data of interest in order to achieve clear and concise maps.

### 4.2.3.2. Symbol selection

The appropriate choice of the symbols for representing the information is crucial for a good understanding. Symbols can have different sizes, textures, colours, orientations and shapes, and the combination of these characteristics can lead to a clear map, or a confusing or non-understandable map. How to select the most appropriate characteristics is going to be explained in detail in the following sections.

#### 4.2.3.2.1. Symbol size

The symbol size is often used to represent the magnitude of the represented variables; therefore it is mainly used for representing quantitative variables.

![Points, lines and areas different sizes. Source: [38].](image)
Commonly squares or circles (Fig. 32), but also representative shapes (Fig. 33), can be scaled at wish. It is important that smaller symbols are displayed above larger ones, so that they are always visible. For this purpose, different degrees of transparency can also be used.

![Cartogram Example](https://via.placeholder.com/150)

**Fig. 32 – Symbol variable size for data representation.**

![Pictogram Example](https://via.placeholder.com/150)

**Fig. 33 – Pictogram variable size for data representation. Source: [39].**

Cartograms are abstract maps that have the geographical areas modified depending on the value they are representing. Fig. 34 shows a cartogram example:
4.2.3.2.2. Symbol colour

The colours that are selected are a key issue in maps representation, as the appropriate option can simplify and increase understanding, while a poor colour choice, can confuse the reader. Different colour hues, values and intensities can be used for different purposes. The following figure summarises the different colour options, and the purpose for which are most appropriate, whether to show quantitative or qualitative differences:

Variations of colour hue can be found very often, particularly if they are adjacent in the spectrum, such as ‘yellow-orange-red’ (Fig. 36). There are some other hub combinations commonly used, such as the traffic-light signalling, with green standing for ‘yes’ or ‘good’ and red standing for ‘no’ or ‘bad’ and yellow representing an intermediate state (Fig. 37), or spectral (rainbow) schemes, which are commonly used as they are found to be easy to read by many users (shown in Fig. 38). Moreover, there exist some typical combinations like ‘light-to-dark’ colours for low-to-high values (red is used in Fig. 39).
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Fig. 36 - Sequential scale with colours transition: yellow-orange-red

Fig. 37 – Traffic light colour scale.
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Fig. 38 – Spectral colour scale.

Fig. 39 – Sequential simple one colour scale: Red.
Fig. 40 – Cold to hot colour scale.

4.2.3.2.3. Symbol shape

GIS software offers many options as for the symbols, which can be ‘simple markers’ (Fig. 41), ‘font markers’ (Fig. 42) or ‘scalable vector graphics’ (SVG) (Fig. 43).

Fig. 41 – Simple markers. Source: [11].

<table>
<thead>
<tr>
<th>Γ</th>
<th>Δ</th>
<th>Ε</th>
<th>Ζ</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Σ</td>
<td>Τ</td>
<td>Υ</td>
<td>Φ</td>
<td>A</td>
<td>B</td>
<td>C</td>
<td>D</td>
<td>E</td>
<td>F</td>
</tr>
<tr>
<td>Ψ</td>
<td>δ</td>
<td>ε</td>
<td>ζ</td>
<td>Q</td>
<td>R</td>
<td>S</td>
<td>T</td>
<td>U</td>
<td>Υ</td>
</tr>
</tbody>
</table>

Fig. 42 – Font markers. Source: [11].

Fig. 43 – SVG. Source: [11].
Although lines and polygons can also be composed by different symbols, it is not frequently used.

### 4.2.3.2.4. Symbol texture

The use of different textures can be applied to points, lines and polygons (Fig. 44); nevertheless it is more often used in data represented by polygons. Changes in texture can both represent quantitative and qualitative variables.

![Texture]

*Fig. 44 – Different textures for points, lines and polygons. Source: [38].*

Fig. 45 shows an example of data represented by areas with different textures. However, colours are more often used for the representation of a single variable in a map, and texture variations are frequently used when combining two or more variables displayed in the same map.

![Domestic equivalent carbon emissions from electrical and gas consumption in Glasgow, 2010.](image)

*Fig. 45 – Use of different densities to represent one variable values.*
4.2.3.3. Data classing

How to break the intervals when representing data with different colours is also a very important issue. Most of the GIS software offers different intervals options such as:

- **Equal intervals (Fig. 46):** Splits data into the number of intervals indicated by the user, of equal width.
- **Quantiles (Fig. 47):** Data is divided so that each interval has the same number of entries [41].
- **Jenks natural breaks (Fig. 48):** Splits data into classes based on minimizing the variance within groups and maximizing it between them [41].
- **Standard deviation (Fig. 49):** The mean data value is found and class breaks are placed above and below the mean at intervals of 0.25, 0.5 or 1 standard deviations until all the data values are contained within the classes [41].
- **Pretty breaks (Fig. 50):** The breaks are made so that the intervals width is the same, but they are rounded. Only some number of classes can be represented using pretty breaks.

![Fig. 46 – Equal intervals breaks.](image-url)
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Fig. 47 – Quantiles.

Fig. 48 – Natural breaks.
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**Fig. 49 – Standard deviation breaks.**

**Fig. 50 – Pretty breaks.**
Cartographers suggest representing the data of interest in a histogram, such as the one shown in Fig. 51, in order to help decide how to break down the data into intervals. Representing the extreme data in their own groups and the other using a standard method is in general a good technique. The final breakdowns will depend on whether there is any particular issue that needs to be emphasized in the map.

![Histogram of Energy Use Index](image)

*Fig. 51 – Data represented in a histogram. Source: [42].*

Generally, having a higher number of intervals means that more detailed information is provided, but the maps become more confusing, as the identification of one colour in the legend becomes tougher. Some authors like Brewer (2006) [37] claim that seven classes is often the maximum for a choropleth map to be readable, however, other authors make more conservative statements, such as Heywood et al. [25] who specify that in most cases a maximum of five classes are sufficient for most mapping purposes.

### 4.2.4. Simultaneous representation of multiple variables

Until this point, information representation techniques have been reviewed, but only the representation of a single information attribute has been considered. Nevertheless, one of the interesting aspects about GIS systems is that different layers of information can be displayed at the same time, so patterns can be detected.

There are two main ways to represent more than one information attribute at the same time; the first one is to express the different data using different symbol attributes and combining them on the map, while the second method consists of mathematically combining different information attributes to represent one single variable on the map.
4.2.4.1. **Graphical multivariable representation**

The representation of ‘two’ and ‘three or more’ attributes will be analysed separately.

4.2.4.1.1. **Representation of two attributes using GIS tools**

GIS tools allow representing different information attributes by means of combining shapes, colours, sizes, densities, textures and orientations. To create the maps, some of the data introduced in *section 4.2.1 Data display introduction* will be represented on the three zoom levels that where presented in *section 4.2.3.1 Map scale issues*.

Many different two variables combinations could be displayed at the same time. For example:

- Domestic equivalent carbon emissions from electrical and gas consumption & dwelling type (flat, terraced house, detached house, etc.).
- Domestic equivalent carbon emissions from electrical and gas consumption & dwelling inhabitants age.
- Domestic equivalent carbon emissions from electrical and gas consumption & dwelling EPC rating.
- …

The representation techniques of two variables will depend of the type of variables (quantitative or qualitative), thus the three possible combinations between qualitative and quantitative variables will be exemplified:

<table>
<thead>
<tr>
<th>HOUSEHOLD EQUIVALENT</th>
<th>HOUSEHOLD TYPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMISSIONS</td>
<td>qualitative variable</td>
</tr>
<tr>
<td>quantitative variable</td>
<td>(3 possible values)</td>
</tr>
</tbody>
</table>

**ZOOM 1: City view**

In the city view zoom the entities are represented by polygons, therefore, the following ways to display the variables are considered appropriate:

- Colour-coded quantitative variable & shape-coded qualitative variable (Fig. 52).
- Colour-coded quantitative variable & colour-coded qualitative variable (Fig. 53).
• Colour-coded quantitative variable & qualitative variable represented using pie charts (Fig. 54).

• Colour-coded qualitative variable & quantitative variable represented using bar charts (Fig. 55).

Fig. 52 – Two variables city view (IG’s divisions): colour-coded quantitative variable & texture-coded qualitative variable (3 possible values).
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Fig. 53 - Two variables city view (IG’s divisions): colour-coded quantitative variable & colour-coded qualitative variable (3 possible values).

Fig. 54 – Two variables city view (wards divisions): Colour-coded quantitative variable & qualitative variable represented using pie charts (3 possible values).
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Fig. 55 – Two variables city view (wards divisions): Colour-coded qualitative variable (3 possible values) & quantitative variable represented using bar charts.

The selected division areas of the city for Fig. 52 and Fig. 53 has been IG’s, as the information transmitted by the map when the divisions are smaller is higher, and in these cases the results can be clearly read. However, for Fig. 54 and Fig. 55, the selected division has been wards and not GI’s; the reason is the presence of diagrams (pie and bar charts), which tend to occupy a large space.

**ZOOM 2: Ward view**

In the ward zoom view, the variables are also represented by polygons, and two zones’ divisions are suitable: DZ’s and GI’s, as a division into wards would not provide enough information. In this case, the possible representations are:

- Colour-coded quantitative variable & shape-coded qualitative variable (Fig. 56).
- Colour-coded quantitative variable & colour-coded qualitative variable (Fig. 57).
- Colour-coded quantitative variable & qualitative variable represented alphabetically (Fig. 58).
- Colour-coded qualitative variable & quantitative variable represented using bar charts (Fig. 59).
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Fig. 56 – Two variables ward view (DZ’s divisions): colour-coded quantitative variable & texture-coded qualitative variable (3 possible values).

Fig. 57 – Two variables ward view (DZ’s divisions): colour-coded quantitative variable & colour-coded qualitative variable (3 possible values).
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Fig. 58 – Two variables ward view (IG’s divisions): Colour-coded quantitative variable & qualitative variable represented alphabetically (3 possible values).

Fig. 59 – Two variables ward view (IG’s divisions): colour-coded qualitative variable (3 possible values) & quantitative variable represented using bar charts.
In this case, the maps combining different colours and textures (Fig. 56 and Fig. 57) have been divided into DZ’s, as they can be read easily and provide a higher level of information. On the other hand, maps displaying symbols, or charts (Fig. 58 and Fig. 59) have been divided into IG’s, as a way to facilitate the map lecture.

**ZOOM 3: Streets view**

The ‘streets view’ zoom allows the representation of the data using points, instead of areas. Up to two variables can therefore be displayed combining:

- Colour-coded quantitative variable and shape-coded qualitative variable (Fig. 60).
- Colour-coded qualitative variable and size-coded quantitative variable (Fig. 61).

![Fig. 60 – Two variables streets view: colour-coded quantitative variable & shape-coded qualitative variable (3 possible values).](image)
Fig. 61 - Two variables streets view: size-coded quantitative variable & colour-coded qualitative variable (3 possible values).

However, there are some special cases where a variable is commonly associated to one specific representation, e.g. a colour or a shape; in those cases it is sensible to represent it following the established criterion. A clear example is dwellings EPC rating, which is a qualitative variable that can take 7 different values (from A to G), which is strongly associated to a colour scale (Fig. 62). Thus, it would seem sensible for maps with variables represented by polygons (zooms one and two) to display the emissions size-based (using bars), and use a colour scale to represent the EPC rating grade (Fig. 63), and for dot represented maps, to display colour-coded EPC rating and size-coded emissions (Fig. 65).
ZOOM 1: City view

Another possibility to represent these two variables is to classify the emissions colour-coded and to add a pie chart with the proportion of dwellings of each rating (Fig. 64). Most of the time, including a second level of information using pie charts is only possible for maps in which the information is displayed using polygons (zooms one and two), as if pie charts were exposed above the points, those would be covered and the first information level would be lost. The polygons must have a considerable size so that
the pie charts can be easily identified and read, and the colour of the area under them can be still visible.

Fig. 64 – Two variables city view (wards divisions): Colour-coded quantitative variable & qualitative variable (7 possible values) represented using pie charts.

In this case, a scale of blues has been used to represent the equivalent carbon emissions, to avoid colour confusions with the EPC rating. The resulting figure (Fig. 64) provides a higher level of information than Fig. 63 respectively. Thus, it can be concluded that the representation of quantitative variables colour-coded instead of size-coded gives more information. The use of bars is more suitable when the represented values are notably different; the fact that not all bars start at the same height (due to its representation on a map) can cause visual confusion with similar values.

**ZOOM 2: Ward view**

As zoom 2 is also represented using polygons, the methods of representation and conclusions are the same as for zoom 1.
**ZOOM 3: Streets view**

In this case the variables are represented using points. The most logical displaying option for zoom 3 is to represent the average dwellings EPC rating colour-coded and the emissions size-coded. The use of pie charts only makes sense for areas that are composed by different points, but not for the representation of single dot entities.

![Average household EPC rating & total equivalent carbon emissions from electrical and gas consumption, Glasgow 2010.](image)

**Fig. 65 – Two variables streets view: Colour-coded qualitative variable (7 possible values) & size-coded quantitative variable.**

<table>
<thead>
<tr>
<th>LEVEL OF HOUSEHOLD EQUIVALENT CARBON EMISSIONS</th>
<th>DWELLINGS EPC RATING</th>
</tr>
</thead>
<tbody>
<tr>
<td>qualitative variable (3 possible values)</td>
<td>qualitative variable (7 possible values)</td>
</tr>
</tbody>
</table>

**ZOOM 1: City view**

For the representation of two qualitative variables using polygons, it will be distinguished between the variable with higher number of possible values (variable A – in this case EPC rating) and the one with lower number of possible values (variable B – in this case the level of carbon emissions). The following options are suitable for polygons display:
• Colour-coded variable A, texture-coded variable B (Fig. 66).

• Colour-coded variable B, texture-coded variable A → not considered as in this case variable A is strongly associated to a scale colour.

• Colour-coded variable A, variable B represented using pie charts (Fig. 67).

• Colour-coded variable B, variable A represented using pie charts, (Fig. 68).

• Colour-coded variable A, colour-coded variable B (Fig. 69).

• Colour-coded variable B, colour-coded variable A (Fig. 70).

• Colour-coded variable A, symbol-size-coded variable B (Fig. 71).

• Colour-coded variable B, symbol-alphabetical-coded variable A (Fig. 72).

Fig. 66 – Two variables city view (IG's division): Colour-coded variable A (7 possible values) & texture-coded variable B (3 possible values).
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**Fig. 67** - Two variables city view (wards division): Colour-coded variable A (7 possible values) & variable B (3 possible values) represented using pie charts.

**Fig. 68** - Two variables city view (wards division): Colour-coded variable B (3 possible values) & variable A (7 possible values) represented using pie charts.
Fig. 69 – Two variables city view (wards division): Colour-coded variable A (7 possible values) & colour-coded variable B (3 possible values).

Fig. 70 – Two variables city view (wards division): Colour-coded variable B (3 possible values) & colour-coded variable A (7 possible values).
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Fig. 71 – Two variables city view (wards division): Colour-coded variable A (7 possible values) & size-coded variable B (3 possible values).

Fig. 72 – Two variables city view (wards division): Colour-coded variable B (3 possible values) & alphabetical-coded variable A (7 possible values).
In general, maps with colours are more visual than the ones with alphabetical symbols. Also, if there is one variable more relevant than the other it is recommended to display it under the secondary variable, occupying a bigger area. Also it is recommended when combining two colours to use pale ones for the background, and use shiny ones for the second attribute, usually displayed in a smaller area above the first one. It is also advisable to use pie charts whenever it is possible, as they provide more information and can be easily read.

**ZOOM 2: Ward view**

The representation techniques and conclusions are the same than for zoom 1.

**ZOOM 3: Streets view**

The logical representation for the selected variables in a street view zoom level is to represent EPC rating colour-coded and level of carbon emissions size-coded (Fig. 73). Other representation techniques could also be used, particularly for the second variable, such as shape-coded, texture-coded or even orientation-coded. However the logic will determine the selected representation technique every time.

![Average household EPC rating & level of domestic equivalent carbon emissions from electrical and gas consumption, Glasgow](image)

**Fig. 73 – Two variables streets view: Colour-coded variable A (7 possible values) & size-coded variable B (3 possible values).**
3. HOUSEHOLD EQUIVALENT CARBON EMISSIONS & INHABITANTS AVERAGE AGE

For the representation of two quantitative variables, the proposed options are the following ones:

- Colour-coded variable 1 and colour-coded variable 2 (Fig. 74).
- Colour-coded variable 2 and colour-coded variable 1 (Fig. 75).
- Colour-coded variable 1 and variable 2 represented in a bar diagram (Fig. 76).
- Colour-coded variable 2 and variable 1 represented in a bar diagram (Fig. 77).
- Colour-coded variable 1 and texture-coded variable 2 (Fig. 78).
- Colour-coded variable 2 and texture-coded variable 1 (Fig. 79).

**ZOOM 1: City view**

![Domestic equivalent carbon emissions from electrical and gas consumption & average inhabitants age, Glasgow 2010.](image)

*Fig. 74 – Two variables city view (IG’s division): Colour-coded variable 1 & colour-coded variable 2.*
Approach to energy related city mapping for utilities and local authorities.

Fig. 75 – Two variables city view (IG’s division): Colour-coded variable 2 & colour-coded variable 1.

Fig. 76 – Two variables city view (wards division): Colour-coded variable 1 & variable 2 represented using bar charts.
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Fig. 77 – Two variables city view (wards division): Colour-coded variable 2 & variable 1 represented using bar charts.

Fig. 78 – Two variables city view (IG’s division): Colour-coded variable 1 & texture-coded variable 2.
Fig. 79 – Two variables city view (IG’s division): Colour-coded variable 2 & texture-coded variable 1.

It is more sensible to represent the quantitative variable that has more differentiated numbers using bars, and the other one colour-coded, in this case Fig. 76 and Fig. 77 represent the same information; however the second one is easier to understand.

When combining a colour-coded variable with a texture-coded variable it is important that the colours used are light while ensuring that the quantitative texture-coded variable are not divided into many divisions, as both things will make the map more difficult to read.

**ZOOM 2: Ward view**

Zoom 2 has the same representation options as shown for zoom 1, therefore the conclusions are the same.

**ZOOM 3: Streets view**

For the streets view representation, it is recommended to combine both quantitative variables one colour-coded and the other one size-coded and vice versa.
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**Fig. 80** – Two variables streets view: Colour-coded variable 1 & size-coded variable 2.

**Domestic equivalent carbon emissions from electrical and gas consumption & inhabitants age, Glasgow 2010.**

**Fig. 81** – Two variables streets view: Colour-coded variable 2 & size-coded variable 1.
4.2.4.1.2. Representation of three or more attributes using GIS tools

Representing three variables in the same map can only be done on a few occasions. As we have seen in section 4.2.4.1 Graphical multivariable representation, most of the maps already combine different coding systems to display two variables; therefore, representing a third would result in an overcrowded map. Only in a few cases, with maps divided into big areas, would it be feasible to include a third variable. One example of this is e.g. Fig. 71, in which another variable could be represented, e.g. the number of household inhabitants:

![Image](image_url)

**Fig. 82 – Three variables city view (wards division): Colour-coded qualitative variable (7 possible values), texture-coded quantitative variable and size-coded qualitative variable (3 possible values).**

Therefore, to add a third variable in polygon represented maps, it is recommended that they are divided into big areas and the colours used are significantly different.

On the other hand ‘queries’ can be a suitable solution for displaying further information. A ‘query’ consists on displaying only the variables that fulfil a specific requirement, e.g. Fig. 66 does not seem to be able to include any other variable; however, somebody could be interested in knowing if there is any pattern between the two displayed variables (EPC rating and carbon emissions level) and the number of
inhabitants. Therefore a query like: ‘show only the data of the IG areas in which the average inhabitants’ age is under 30 years old’ (Fig. 83).

![Household EPC rating, inhabitants & level of equivalent carbon emissions from electrical and gas consumption, Glasgow 2010. Filter: average inhabitants age under 30 years old.](image)

Fig. 83 – Two variables city view (IG’s division). Information filtered by average inhabitants’ age under 30 years.

Queries can be more complex, e.g.:

- **‘Or’ condition**: Show only areas with average age under 30 years or above 40.
- **‘And’ condition**: Show areas which suffer from fuel poverty and are not located in a specific ward.
- **Different variables combination**: Show areas with age under 30 years and suffering from fuel poverty.
- ...

The same queries can be done when the data is represented using dots instead of polygons.

**4.2.4.2. Mathematical combination of variables**

Different information attributes can be mathematically combined in order to be represented in one single GIS attribute. The main purpose of combining more than one variable is usually to support decisions for spatial location, which will be based on measurable attributes of the alternatives being considered (this process is known as
multi-criteria evaluation (MCE)). One decision example would be: ‘which areas of the city are more suitable for the installation of small scale solar thermal panels?’ A possible combination of variables would be the following:

| HOUSEHOLD EQUIVALENT CARBON EMISSIONS FROM GAS CONSUMPTION & SKY ACCESS |
| quantitive variable & quantitive variable |

To express the suitability of installing small scale renewables (SSR), different scores are given to each of the attributes (criteria) by means of weighing factors, depending on its relevance. The procedure to combine two or more variables (xᵢ) is the following:

1. Weights (wᵢ) must be assigned to each of the variables as a percentage, representing their relevance. The sum of all the weights must add to 100%.

   \[ \sum_{i=0}^{n} w_i = 1 \]  
   (Equation 4)

2. The data must be standardized, so that it continuously varies from e.g. 0-1, 0-100, 0-250, etc. representing in all cases the worst and the best situation, or vice versa. The most commonly used way of standardization is:

   \[ X_i = \frac{x_i - \min_x}{\max_x - \min_x} \]  
   (Equation 5)

   Where \( X_i \) = standarized value of the variable 
   \( x_i \) = original value of the variable 
   \( \min_x \) = minimum value of the variable series 
   \( \max_x \) = maximum value of the variable series

3. The procedure for combining them is: for each entity, the result of multiplying each of the standardised variables by its corresponding weight is added, as shown in the following expression:

   \[ \{X = w_1 * X_1 + w_2 * X_2 + ... + w_n * X_n\} \]  
   (Equation 6)

   Where \( X \) = suitability index for location of a spatial entity 
   \( w_i \) = weighing factor 
   \( X_i \) = standardised variable value
The distinction between factors and constraints is important. They are both criteria, but while a constraint is a Boolean criteria (it can be yes or no), being the legislation a typical example, the factors are criteria that define a degree of suitability, usually represented by scores.

Therefore, a one variable map like Fig. 84, showing just the household equivalent carbon emissions, becomes Fig. 85, which is represented using the same colour scale, but represents the conjunction of both variables, household equivalent carbon emissions and sky access, in this case equally averaged:
More than two variables with different weights can be combined. The chosen factors can be highly relevant on the results output, e.g. if a utility wants to install SSR thermal devices, the factors that it may be interested to know are:

- Dwelling equivalent carbon emissions
- Sky access
- Average age of the dwelling inhabitants
- Property cadastral value

These factors must be analysed by an expert’s committee and a relevance degree must be assigned to each of the variables. Table 9 reflects two possible weighing options.

<table>
<thead>
<tr>
<th>FACTOR</th>
<th>RELEVANCE</th>
<th>OPTION 1</th>
<th>OPTION 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sky access</td>
<td>Yes/No</td>
<td>&gt;60%</td>
<td>&gt;60%</td>
</tr>
<tr>
<td>Equivalent carbon emissions</td>
<td>High</td>
<td>50%</td>
<td>60%</td>
</tr>
<tr>
<td>Property cadastral value</td>
<td>Moderate</td>
<td>25%</td>
<td>30%</td>
</tr>
<tr>
<td>Average age of the dwelling inhabitants</td>
<td>Moderate</td>
<td>25%</td>
<td>10%</td>
</tr>
<tr>
<td>Σ</td>
<td></td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

*Table 9 – Selected variables, given relevance, and three possible weighing factor percentages.*
All the data has been standardized so it goes from 0 to 1. The obtained values do not have any units, but their representation by means of a colour scale allows making a qualitative judgement for the suitability of the devices installation, for that purpose a breakdown of 5 equal intervals has been selected (see section 4.2.3.3 Data classing), dividing the suitability into the following categories: ‘very low’, ‘low’, ‘moderate’, ‘high’, ‘very high’. The results of representing the two options described in Table 9 are shown below:

![Suitability to install SSR thermal devices considering carbon emissions, property value and average inhabitants age, limited by sky access degree above 60%.

Fig. 86 – Weighing factors option 1.](image)
As it can be seen, in this case, the difference between Fig. 86 and Fig. 87 is not very significant, although some slight variations can be detected. This fact will depend on the case of study and the number of variables considered. The same process can be used on a choropleth map, where the difference between the maps is more evident to the naked eye.

Thus, the final result will depend on who did the MCE, the data quality and the selection of the criteria and weighing factors. Moreover, Kristin Shrader-Frechette (2000) illustrates the potential for models\footnote{Models: Simplification of the reality.} to be differently interpreted depending on the motivations of policy makers [44].

Even though MCE is often used, it has some limitations: e.g. the linearly factors standardisation it doubtingly the most appropriate way of doing it. Moreover, even though the chosen weights are usually established by experts, there is not a single answer, and the results output can be highly dependant on the chosen values.
4.3. Maps interpretation: Energy experts judgement

To complete the identification of the most appropriate representation techniques for energy related information displayed on maps, the consultation to different energy experts has been considered appropriate. Therefore the opinion of a group of 17 energy experts has been consulted by means of a questionnaire creation, the complete version of which can be found in Appendix 1.

- **QUESTION 1:**
  
  **Objective:** Determine which method of representing data on a map is more suitable.

**Options:**
- A: Results displayed using a small squared grid on the map.
- B: Choropleth map indicating the sources origin.
- C: Results displayed using a bigger slightly transparent squared grid.
- D: Choropleth map.

**Results distribution:**

![Pie Chart](image)

*Fig. 88 – Answers to question 1 presented in a pie chart.*

**Conclusions:**

- In general, figures with coloured areas (choropleth maps) are found to be clearer than the ones with results presented on a discretized grid.
- From the two preferred maps (A and D), there is not a clear fancied option; essentially A provides more information; however D is found to be clearer at a glance.
- **QUESTION 2:**
  
  **Objective:** Determine which colour scale is better to represent carbon emissions.

  **Options:**
  
  A: Change in colour hue: yellow to red.
  
  B: Traffic light colour scale: green to yellow to red.
  
  C: Spectral (rainbow) scale.
  
  D: Light to dark (reds).
  
  E: Cold to hot: Blue to red.

  **Results distribution:**

  ![Question 2 Pie Chart]

  **Fig. 89 – Answers to question 2 presented in a pie chart.**

  **Conclusions:**

  - To represent equivalent carbon emissions ‘the traffic light colour scale’ (green to yellow to red) is the most liked option.
  
  - The options: ‘change in colour hue’: yellow_to_red, ‘light to dark’ (reds) and ‘spectral (rainbow) scale’ are also found appropriate for carbon emissions representation.
  
  - In general, the option ‘cold to hot’ (blue to red) is the less liked to represent carbon emissions.
- **QUESTION 3:**

**Objective:** The purpose was to see which classing was better if we wanted detect the buildings with higher carbon emissions.

**Options:**
- A: Natural breaks.
- B: Quantiles.
- C: Equal interval breaks.
- D: Standard deviation.
- E: Pretty breaks.

**Results distribution:**

![Pie chart showing results distribution](image)

*Fig. 90 – Answers to question 3 presented in a pie chart.*

**Conclusions:**
- Even though the classing with pretty breaks did not allow the detection of any point in the higher rank, the map with 3 useful breaks (considerably less information than the other maps) was often chose by some of the experts as a first preference, highlighting the importance of this kind of breaks for a better understanding.
- Even though the information provided with the standard deviation division was higher (as the number of intervals was bigger) probably the fact that the picture did not show any point in the higher rank dissuaded its choice.
- The preferred options as chosen by the energy experts were as follows: quantiles, natural breaks and equal interval breaks, showing that in general higher number of darker points in the figure were preferred.
The personal conclusion extracted from the experts’ response is that in most cases none of the classing methods offered by the software were adequate for presenting the data. The values classing will logically vary depending on the map’s purpose, but an appropriate classing will be made based on the data histogram, moreover the interval limits should not be any number, but they should be made at least slightly ‘pretty’.

- QUESTION 4:

Objective: In this case the preferred way of combining two variables in a small zoom map was questioned.

Options:
A: Colour-coded variable 1, texture-coded variable 2.
B: Colour-coded variable 1, texture colour-coded variable 2.
C: Colour-coded variable 1, variable 2 presented in pie charts.
D: Colour-coded variable 1, variable 2 presented in bar charts.

Results distribution:

Fig. 91 – Answers to question 4 presented in a pie chart.

Conclusions:
- The clearly preferred option, was the one displaying pie charts, followed by the combination of colours and textures.
- Bars were found to be slightly confusing; however, the concept of representing gas, electrical and total emissions in three different bars was liked.
- The representation of colour-coded texture was the least liked, as it was found to be confusing.

- QUESTION 5:
  Objective: The objective was the same as in question 4, but with a larger zoom detail.

Options:
A: Colour-coded variable 1, texture-coded variable 2.
B: Colour-coded variable 1, texture colour-coded variable 2.
C: Colour-coded variable 1, alphabetically represented variable 2.
D: Colour-coded variable 1, variable 2 represented in bar charts.

Results distribution:

![Fig. 92 – Answers to question 5 presented in a pie chart.]

Conclusions:
- The representation using letters is found clear enough.
- In general, the three options: mixing colours and textures, colours and letters and colours and bars are found useful in general.
- **QUESTION 6:**

  **Objective:** Determine which combination is better to represent two attributes using discrete points.

  **Options:**
  
  A: Colour-coded variable 1, shape-coded variable 2.
  
  B: Size-coded variable 1, colour-coded variable 2.

  **Results distribution:**

  ![Pie chart](image)

  Fig. 93 – Answers to question 6 presented in a pie chart.

  **Conclusions:**
  
  - In this case, none of the options are clearly more liked than the other one. The general impression is that none of the figures are good enough, as the different shapes in option A are found to be difficult to decipher, while picture B is found to be overcrowded.
  
  - Both representations with a larger zoom level would probably be more liked. Therefore, when combining different shapes or colours a relatively low number of points are needed. It is important that the shape difference can be easily identified.
  
  - For the current zoom level aggregating data in areas would probably turn out to be a better solution.
- **QUESTION 7:**

**Objectives:** To find the most appropriate representation technique to detect patterns between two qualitative variables and detect the preference in the variable’s displaying order.

**Options:**

A: Colour-coded variable 1, texture-coded variable 2.
B: Colour-coded variable 1, variable 2 represented using pie charts.
C: Colour-coded variable 2, variable 1 represented using pie charts.
D: Colour-coded variable 1, colour-coded variable 2.
E: Colour-coded variable 2, colour-coded variable 1.
F: Colour-coded variable 1, size-coded variable 2.
G: Colour-coded variable 2, alphabetically represented variable 2.

**Results distribution:**

![Fig. 94 – Answers to question 7 presented in a pie chart.](image)

**Comments:** This question was found to be difficult to reply to by some of the experts, maybe that is why answers are so uneven. Option E has been more penalised, but this is probably because the size of the dots is not big enough, and this makes the map reading more difficult.

**Conclusions:**

- One of the question purposes was to detect the preference in the variable’s displaying order, but the results do not show a clear preference.
- It can be seen that when the carbon emissions are displayed below, the preferred option for displaying EPC rating is pie charts, followed by letters and the least preferred option is colours.
- When the emissions are presented on coloured-EPC rating, the preferred options are: colour-coded, size-coded, pie chart and texture-coded.
- Even though the combination of colours and textures would seem a good way for detecting patterns, this is the least liked option. Probably a lower number of divisions and an intensity graduate pattern would be found more useful.

- **QUESTION 8:**
  **Objectives:** To detect the preference in the variable’s displaying order and also which representation technique was better for detecting patterns between two variables (one quantitative and one qualitative).

**Options:**
- A: Colour-coded variable 1, colour-coded variable 2 (smaller size).
- B: Colour-coded variable 2, colour-coded variable 1 (smaller size).
- C: Colour-coded variable 1, variable 2 represented in a bar chart.
- D: Colour-coded variable 2, variable 1 represented in a bar chart.
- E: Texture-coded variable 1, colour-coded variable 2.
- F: Texture-coded variable 2, colour-coded variable 1.

**Results distribution:**

![Pie Chart](image.png)

*Fig. 95 – Answers to question 8 presented in a pie chart.*
Conclusions:
- To detect the relationship degree between two variables, three possible combinations were presented: colour-coded & colour-coded, colour-coded & bar-coded, and colour-coded & texture-coded. The experts coincide that the bars are the less favourite option, as they find its reading confusing, followed by texture-coded, while the preferred option is to combine two different colour-coded variables, although they agreed that both colour scales should not have many divisions and its representation should be big enough to allow the map to be read easily.
5. Conclusions

GIS is a very powerful tool that is going to be used more and more often in the future. In this thesis, different functionalities, data treatment and representation techniques have been explored to display energy related information in maps. This is thought to be a useful tool for utilities and local authorities in many ways, as they can:

- Have a support decision tool for action planning.
- Detect business and environmental opportunities.
- Track the effect of previously implemented action plans.
- Model future predictions.

As for the representation techniques, different conclusions on how data should be displayed have been made:

- In general, maps classed into higher number of intervals provide more detailed information; however, they become more confusing as the colours identification in the legend becomes tougher.
- In a two variables map, the addition of further information layers is subject to maps with big area divisions, which at the same time entails lower resolution.
- The representation of quantitative variables size-coded does allow the comparison between entities, but does not provide as much information as colour-coded represented quantitative variables.
- The use of bars to express quantitative variables in choropleth maps can become confusing if the represented values are not significantly different.
- The use of pie charts only makes sense for areas that are composed by different points, but not for the representation of single dot entities.
- If one variable is more relevant than another, it is recommended that it is displayed under the less important one.
- When combining two colours, it is good practice to use pale colours for the variable underneath and shine ones for the secondary attribute, usually displayed in a smaller area above the first one.
- The use of pie charts it highly recommended, as they provide a further level of information and are very visual.
• When using the MCE method, the result will depend on who did the MCE, the data quality and the selection of the criteria and weighing factors.
• Queries can be a suitable solution for filtering the information shown in maps that already have two attributes.
• If a third level of information needs to be added in a map, it is necessary that the main area be divided into big divisions (more data aggregated, lower information level) allowing a proper reading.
• The display of more than three attributes in a single map is not recommended.

Also, the experts’ consultation has lead to the following conclusions:
• Choropleth maps are found to be very clear and useful for transmitting information.
• The preferred colours for representing carbon emissions are the ‘traffic light colour scale’ (green, yellow, red), followed by the change in colour hue (yellow to red) and then ‘light to dark’ (red).
• The classing needs to be done case-specific (based on the data histogram and the map’s purpose). Moreover it is very important to make the interval limits as pretty as possible to make the comprehension easier.
• In general, when combining two variables, when presenting the first one colour-coded, the preferred ways of presenting the second variable are: pie charts, colour-coded, size-coded and by means of letters, while the ones less preferred are bar charts and texture-coded.
6. Further work

As for the presented functionality of the system, it could be improved with:

- Representation of other none-metered types of heating, e.g. wood/biomass, oil, liquefied petroleum gas (LPG) or bottled gas, coal/other processed solid fuel, etc.

Other functionalities of GIS:

- Once a GIS system has been installed in a utility, it can be used for many other purposes, such as presentation of information, internal objectives tracking, etc.

Better conversion from metering lectures to carbon emissions:

- The equations used to convert energy metering into carbon emissions does not include the equivalent emissions of the transmission process (losses).

Further work for better conclusions:

- The comparison of the same urban area maps with energy consumption information for summer and winter seasons would provide a deeper level of knowledge of the current situation, which would lead to more accurate conclusions.

- Representation in the maps and further comparison of carbon emissions per $m^2$, carbon emissions/person, etc.

- Create different maps for electrical and thermal demands and the associated carbon emissions.
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Appendix 1 – Energy experts questionnaire

Slide 1

PLEASE, READ CAREFULLY

This questionnaire is composed of 8 questions. Its answer will take you max 15 minutes.

You can answer it in the attached word document.

To answer this questionnaire please order the presented maps from first (the map that serves the purpose explained in the question best) to last (the map that serves the purpose least).
If you feel that some of the maps serve equally for the purpose that can be your answer.
If you feel that some of the maps do not serve for the purpose please indicate it too.
Also, feel free to express any suggestions or ideas that may occur to you regarding the representation of energy related information using maps.

Slide 2

APPROACH TO CO₂ CITY MAPPING FOR UTILITIES AND LOCAL AUTHORITIES

PROJECT PURPOSE: To make an approach to prove how maps can help understanding the reality of the carbon emissions from the domestic sector, and to support decisions in order to reduce these emissions.

OBJECTIVE OF THIS QUESTIONNAIRE: to determine what are the best representation techniques for displaying energy-related information.

Note: The carbon emissions represented in the maps are called ‘equivalent carbon emissions’ and represent the amount of CO₂ released for the consumption of a certain amount of gas or electricity in a dwelling. Even if in many occasions the emissions are not physically released in the same dwelling, it is represented as such, so that this data can be compared with other relevant information, helping the detection of patterns and relationships.
Question 1

1) Imagine you would like to know the current carbon emissions from the domestic sector in Glasgow. Which of the following representation techniques helps you to better understand it?

a. 

b. 

Black dots represent the data origin

c. 

d.
Question 2

2) Imagine we want to represent equivalent carbon emissions on a map. Which colors help you to better understand it?
Approach to energy related city mapping for utilities and local authorities.

Question 3

3) Suppose that you would like to identify which dwellings have higher equivalent emissions in the area displayed in the map, because you want to take some action to reduce them. Which map/s do you find more useful for that purpose and why?


Approach to energy related city mapping for utilities and local authorities.

**c.**
Domestic equivalent carbon emissions from electrical and gas consumption in Glasgow, 2010.

**d.**
Domestic equivalent carbon emissions from electrical and gas consumption in Glasgow, 2010.

**e.**
Domestic equivalent carbon emissions from electrical and gas consumption in Glasgow, 2010.
Question 4

4) Suppose that you would like to know if the equivalent carbon emissions and the household type are somehow related. Which of the presented maps help you to better answer that question?

a. Domestically equivalent carbon emissions from electrical and gas consumption & household type, Glasgow 2010.

b. Domestically equivalent carbon emissions from electrical and gas consumption & household type, Glasgow 2010.

c. Domestically equivalent carbon emissions from electrical and gas consumption & household type, Glasgow 2010.

d. Average household type & domestic equivalent carbon emissions from electrical and gas consumption, Glasgow 2010.

The bar's height represents the area equivalent carbon emissions.
Question 5

5) Suppose that you would like to know if the equivalent carbon emissions and the household type are somehow related. In this case, which of the presented maps help you to better answer that question?

a. 

b. 

c. 

d.
Question 6

6) Suppose that you would like to know if the equivalent carbon emissions and the household type are somehow related. In this case, which of the presented maps help you to better answer that question?

a. 
Domestic equivalent carbon emissions from electrical and gas consumption & household type, Glasgow 2010.

b. 
Domestic equivalent carbon emissions from electrical and gas consumption & household type, Glasgow 2010.

The dot size represents the equivalent carbon emissions.

Question 7

7) Imagine you would like to know if the equivalent carbon emissions and the dwellings EPC rating are somehow related. Which of the presented maps help you to better answer that question?

a. 
Average household EPC rating & level of domestic equivalent carbon emissions from electrical and gas consumption, Glasgow 2010.

b. 
Household EPC rating & level of domestic equivalent carbon emissions from electrical and gas consumption, Glasgow 2010.
Approach to energy related city mapping for utilities and local authorities.

c.
Level of domestic equivalent carbon emissions from electrical and gas consumption & household EPC rating, Glasgow 2010.

Carbon emissions level:
- Low carbon emissions
- Moderate carbon emissions
- High carbon emissions

EPC rating:
- A
- B
- C
- D
- E
- F
- G

d.
Household EPC rating & level of domestic equivalent carbon emissions from electrical and gas consumption, Glasgow 2010.

EPC rating:
- Low carbon emissions
- Moderate carbon emissions
- High carbon emissions

f.
Household EPC rating & level of domestic equivalent carbon emissions from electrical and gas consumption, Glasgow 2010.

EPC rating:
- Low carbon emissions
- Moderate carbon emissions
- High carbon emissions

g.
Level of domestic equivalent carbon emissions from electrical and gas consumption & household EPC rating, Glasgow 2010.

Carbon emissions level:
- Low carbon emissions
- Moderate carbon emissions
- High carbon emissions

EPC rating:
- A
- B
- C
- D
- E
- F
- G
Question 8

8) Imagine you would like to know if the equivalent carbon emissions and the inhabitants age are somehow related. Which of the presented maps helps you to better answer that question?

a. 

b. 

c. 

d.
Approach to energy related city mapping for utilities and local authorities.

e. Domestic equivalent carbon emissions from electrical and gas consumption & average inhabitants age, Glasgow 2010.

f. Average inhabitants age & domestic equivalent carbon emissions from electrical and gas consumption, Glasgow 2010.