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Abstract

Due to a growing awareness of the environmentabhpf burning fossil fuels, combined
with an increasing concern over the finitenesshefworld’s reserves of coal, oil and gas,
governments around the world have been hard presstake measures to adopt more green
technologies for power generation. The most sigaifi advancements have been made in the
field of wind energy, with the wind turbine now thstest growing technology for renewable
power generation in the world. Despite this rapeldlopment, the wind industry must still
strive to ensure that any device designed for caialaise is reliable and able to perform

to a level capable of satisfying its economic pro@ns. In the design of a commercially
viable wind turbine, it is imperative that an acate assessment is made of the aerodynamic
characteristics of the airfoils employed on theddsa. Errors made may result in wrong
estimates of the turbines performance and econprojections. If these characteristics
cannot be determined by experimental tests, a desigill have to rely on computational

methods.

This thesis evaluates the performance of three amally available computational codes
for determining the aerodynamic coefficients ofais. Two airfoil analysis and design
codes and a CFD solver are applied to evaluatertheturacy and ease of use at
reproducing the coefficients of two wind turbingails, previously determined by
experiment. The use of CFD was found to be mom@ulaintensive than both the airfoil
analysis and design codes; however, it was shovae tmore accurate and flexible for
determining the behaviour of complex turbulent #oWwhree turbulence models were used in
the CFD solver to analyse their accuracy for madglthe flow over airfoils. It was shown
that a turbulence model must be equipped to mbagbéhaviour of adverse pressure
gradient flows in order to accurately model thectes experienced by a wind turbine airfoil.
The SST ks and Spalart-Allmaras models proved to satisfy thiterion the best out of three
analysed models. The accuracy of CFD was also sliowe largely dependent on the
standard of the mesh used. The mesh must be atnlepaohe orientation of the wake region,
which is often modified for wind turbine airfoils comparison to those used for other



aerospace applications. A methodology on how taongthe standard of a mesh used to

model the flow around a wind turbine airfoil is alproposed.
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Chapter 1

Introduction to Wind Power

1.1 - History and Growth

The conversion of wind energy into useful energy laad the foundations for one of the most
significant technological developments of the @8 century. Wind turbines - developed to
harness wind power and use it for generating ététgtr are the technology behind one of
the fastest growing industries for power generatamd are now a common sight within the
rural and urban areas of countries all over thdavor

Early use of wind turbines for electricity genevatidates back to the end of thd"x@ntury.
For a number of decades, the development of thegeas went through a conceptual stage,
producing a number of designs which have had & lefuence on the machine’s we more
commonly see operating today. However, due torthention of the steam engine and a
period of large industrial expansion, industriadig®untries around the world chose to
generate their electricity via the burning of cheag widely available fossil fuels [1]. The
emergence of modern wind turbines and the wind pavaistry as we know it today can be
attributed to a number of distinct factors. A grogiawareness of the environmental impact
of burning fossil fuels for conventional power gaatesn, combined with an increasing
concern over the finiteness of the worlds reseofenal, oil and gas started a global
campaign to seek alternative methods for extraaimaygy [1]. Burning fossil fuels increases
the concentration of greenhouse gasses in the®atthosphere which can over-heat the
earth’s surface and cause global warming. Winchasnargy source is infinite and occurs in
some places with a high enough density and regylar power generation [1]. Moreover,
the conversion of wind power into electricity hasamost net zero effect on the earth’s
concentration of greenhouse gasses. The clean iafaged power and its vast potential for
energy extraction has been a driving factor betliedecent boom in the development of

wind turbines.
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One other vital influence in the emergence of wingver as a source of energy has come
from government support and investment; withoutolhthe cost of energy from wind
turbines would not be competitive with conventiosalirces [1]. Investment has come in the
form of research, development and testing to adv&mdine technology and improve its
energy Yyield capabilities. Support has been praviaeincentive schemes to quicken the
deployment of the new technology and regulatorgrmafto ease the development process for

erecting wind turbines and connecting them to i [d].

Another closely related factor has been the regelitical drive by governments to reduce
the reliance on conventional forms of power genenaand adopt more green technologies,
like wind and other renewable sources of energis s largely been in response to a
number of international agreements between cowntimiéimit emissions of greenhouse
gasses. One such agreement is the Kyoto Protobaihws an addition to the treaty drawn up
by the United Nations Framework Convention on Cten@hange (UNFCCC). This
agreement sets binding targets for 37 industridlcs®intries and the European community
for reducing greenhouse gas emissions [2]. In tdtake targets amount to an average of 5%
against 1990 levels over the five year period betw2008 and 2012 [2]. One way
governments are addressing this agreement is legtimg in renewable technologies for
electricity generation. In 2007 the European Cdwseti a target to meet 20% of the EU’s
energy demand with renewable sources by 2020rj2grms of renewable sources, wind
energy is the most mature. Wind turbine technolsgeglatively well understood and well
developed and as a result is thought to be a felgalbstitute or addition to a countries
conventional power supply. In addition to the isstienvironmental impact, governments
are also turning to green energy systems as a sénsgency for securing their energy
supply. For example, the UK has recently becometanmporter of gas, where it is estimated
that by 2020, the UK will be 80% dependant on inipaigas [3]. In order to become more
self sufficient and ensure a secure supply of gneéhg UK has placed a large emphasis on
adopting alternative sources of energy for genegagiectricity. With Europe’s largest wind
resource, it is unsurprising that wind power hasiensuch a significant contribution to

current efforts within the UK to enhance its susdility.
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GLOBALANNUAL INSTALLED CAPACITY 1996-2000
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Figure 1 — Global annual installed capacity of windpbower (MW) -1996-2009 [43]

Wind power has had many positive influencing fastbiat have turned it into the fastest
growing technology for renewable power generatiothe world. Figure [1] illustrates the
growth of the industry in installed capacity siri@96. It can be seen that even during a
period of global economic crisis between 2008 ab@b2 the industry experienced its most
rapid expansion over the past 13 year period. iBhastestament to the strength of the
industry and the advancements that have been madead turbine technology over recent

years.

1.2 - Power in the Wind

In detail, the operation of a wind turbine is coiogled and to understand it, requires a deep
appreciation of the underlying flow physics behihd function of such a device. However,
the basic principals are fairly easy to understamdi require little explanation. In short, when
wind blows through the rotor area of a turbineatises the blades to rotate, converting the
kinetic energy of the wind into rotational enerdytlte turbine [4]. As kinetic energy is being
extracted from the wind, the air flowing througle ttisk area experiences a decrease in
velocity [4]. The resulting change in momentum theturs within the air exerts an axial

thrust on the rotor which turns the blades and égadds a rotational component to the
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winds velocity [5]. The rotational energy can bgleited to produce “useful work” [4]
which commonly comes in the form of electric povrerm a generator connected to the shaft
of the turbine [4]. Immediately this tells us thia¢ extent of electrical power produced will
be largely dependent on the magnitude of the pawdrhence, kinetic energy stored in the
wind. If we consider the kinetic energy of wind Wwiag at a velocity)/ o flowing through a
rotational disk are& with the disk area normal to the oncoming flomthine kinetic
energy per unit time stored in the wind flowingahgh the disk area can be approximated by
Equation (1) [4]:

% = %mIVool2 — Equation (1)
With m = pAVoo equal to the mass flow rate through the disk areapower in the wind can

be approximated by Equation (2) [4]:
P= %pAlVool3 — Equation (2)

Therefore, it is clear to see that the power alsglan the wind is a function of air density,
disk area and wind velocity cubed. One way to m&enthe extraction of this power would
be to increase the diameter of the turbine rotenck increasing the disk area. This has been
a large characteristic of wind turbine developnwarr the last 20 years. Another method
would be to position the turbine in an area whbeewind speeds are well known and of a
magnitude sufficient enough for large scale povesragation. This inherently requires a good

understanding of the wind resource available atittsred location.

The ability of a wind turbine to capture kineticeegy in the wind and produce useful work
and hence, its efficiency, is limited by what iolm as the Betz limit. According to Betz

law, no turbine can capture more than 59.3 peraktite kinetic stored energy in the wind

[1]. In reality, the efficiency of the conversiorogess is significantly lower than this. The
actual power produced by a wind turbine must age into account several other factors
including the fluid mechanics of the flow passihgough the rotor and the aerodynamics and
efficiency of the rotor/generator combination [L§ understand this requires a deeper
understanding of the underlying flow physics behimelthree dimensional flow field

associated with a modern wind turbine.
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1.3 - Device Types

Wind turbines are distinguished by the orientabbthe rotor shaft axis with respect to the
ground, where two common types exist; HorizontaisA¥ind Turbines (HAWT) and
Vertical-Axis Wind Turbines (VAWT). An example ofdAWT, with its shaft parallel to the
ground is shown in Figure [2].

Wind Wind
direction direction
= =
il Trownwinud

Figure 2 — Upwind and Downwind rotor definition [1]

This is the most common type of wind turbine whighically has three blades and is
mounted on a tower which can either be downwindpavind of the rotor. With a downwind
tower the turbine will naturally try to align itxia with the direction of the wind, although
these induce the effects of tower shadow whichgearerate unsteady blade air loads on the
turbine and can impact its structural integrity éifetime. Modern three bladed HAWT have
a generating capacity of between 1.5 and 5 MW aadarrently being employed in both
onshore and offshore wind farms at various locatemound the world [1]. Taking into
account all factors and assuming the best devigermtly available, the efficiency of a
HAWT is not likely to exceed 45% [1].
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Figure 3— HAWT and VAWT definition [20]

Figure [3]shows the differences between this type of turbima VAWT. VAWT are les
comnon and less efficient than HAW their main advantage is that they can generate Ip
independent of the wind direction and do not remaiform of yaw correction [« The cyclic
variations in angle of attack, caused when a terisryawed to oncoming flow, can have
adverse impact on a turbines structural inte and overall lifetime. Additionally hese
devices do not require as much wind to generateepawd hencehey can be positione
closer to the groundhis makes them more desirable for urban applicatisach a

deployment on tall structures within cit. VAWT'’s are typically up to 30% efficien6].

1.4 -Design, Development and Implementatiol

The desig, development and implementatiof a wind turbineor wind farm, built to exploi
the power contained in the wind and generate &tdygt integrates many disciplines
engineering, includingaerodynamics, mechanical, materials, control, etadtard
manufacturing engineering][ZEach of these divisions plays an important mleomprising
the various operational elements of a wind turbitsfoundations and its connection to
main grid, which collectively is termed a Vd Energy Conversion Stem (WEC)) [5].
Each must work together as efficiently as possibke very complex environment. Tcore
objective of each design bei to maximise the energy yield and lifetime of thebine
whilst keeping the overall costs as low as possilihe disign of a wind turbine must also

tailored in order to adapt to the specific metemgadal and topographical characteristics
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the chosen site of installation [5]. These consitiens are fundamental to the wind power
industry in order to make it competitive with contienal forms of electricity, such as coal

and gas, in terms of generation, reliability andtco

Key considerations that must be made during tleérife of a wind turbines development and
operation fall under the three distinct categooiegechnical, economic and environmental.
However, these three categories are often higlérehangeable, especially technical and
economic, where decisions made regarding one aytege usually made to reflect the best

interest of another.

1.5 - Modelling

Perhaps the most important figure concerning wimer@y companies is the Cost of Energy
(COE) [5]. This gives an indication of how muclisittosting a company to generate
electricity by comparing the money invested intgaleping and maintaining a WECS with
the revenue gained from its annual energy yieldT&e more efficient and structurally sound
the device is, the better and longer it will operaid the greater the return will be. In order to
keep the COE as low as possible, it is necessanatamise the performance and lifetime of
a device, whilst minimising the cost of maintenanteorrect prediction of the COE is also
important when drawing up economic predictionsaieindividual device or farm. Energy
companies will be wagering a level risk on the egoit return of a WECS, and may invest
some of that expected profit in other projects.ulwlerestimated COE may result in a loss of
expected finances and may delay the completionhargrojects due to a lack of company

funds.

To help maximise performance, determine expectadd@nd maintenance schedules, and
estimate correct economic projections, a desigm t@dl incorporate the use of predictive
modelling tools [5]. These will usually take therfoof an aerodynamic, structural and cost
model, working interchangeably to determine thedstypossible COE. Figure [4] displays a
flow chart of how these models interchange to ahthis goal.

From looking at the chart it is clear how importdr aerodynamics model is in determining

the correct COE [5]. The model acts to predictabedynamic forces on the blades for a
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specific rotor geometry and hence, determine thedgaamic performance and annual

energy yield (AEP) at a given site. The aerodyndoads also provide the inputs for the

structural model. The structural model must deteenthe loads and stresses that the system

will bear as a result of the aerodynamic loadinys laence, the requirements for the

materials. These will provide the inputs for thetomodel which will factor in the necessary

cost of materials to withstand the structural loadd the manufacturing costs of assembling

the WECS. The cost model will also consider theuahmaintenance costs —

Aerodyvnamics Model
Predicts the aerodynamic
performance, loads and annual
energy vield (AEP) fora
determined rotor geometry at a
particular site

Aerodyvnamic Loads

|

Structural Model
Calculates the induced loads and
stresses on the WECS as a result
of the aerodynamic loads.

Est he Fatioue lfetime. of
the WECS.

Sl‘ructulal Loads

/ Cost Model \

: ine install ]
qperating the WECS, Caleulates
the annual total cost (ATC) taking

Rotor Aerodynamic —

Performance

Anmnual Energy
Produced at Site
(AEP)

Cost of Energy
COE =
ATC/AEP

into account the total costs
expected over the predicted
lifetime of the WECS

N

S

4

Cost and weight of rotor
Cost and weight of
nacelle
Cost and weight of
tower
Maintenance
Foundation
Transportation
Installation
Grid connection

Annual Total costs
(ATC)

Figure 4 — Flow chart displaying the interaction ofthe three prediction models to determine the COE [b
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based on the schedules drawn up from the outputedftructural model - and the cost of
installation. Finally, after consideration of sootler costs incurred over the lifetime of the
turbine, the annual total cost (ATC) can be deteedi Therefore, as illustrated in the chart,
the aerodynamics model has provided both the inputse ATC and the AEP predictions, to

determine the overall COE.
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Chapter 2

Overview of Theses

This thesis concentrates on some of the issuesias=t with modelling the aerodynamics of
airfoils employed on Horizontal Axis Wind Turbinéhe main body of the report examines
the performance of three computational tools usedeproducing the aerodynamic
characteristics of two airfoils that have been mesly defined by experiment.

The remainder of the thesis is organised as fotlows

* In Chapter [3] some fundamental principles of agnaanics are discussed including
the different types of aerodynamic flows and howsdtve an aerodynamics problem.
This is followed by a description of airfoils, th@erodynamic properties and the
various types of flow phenomena associated witmth& discussion of airfoils used
for HAWT is also included. The chapter ends wittheacription of the methods used
to predicted wind turbine performance and a digoussf the impact of unsteady
effects on those predictions.

* In Chapter [4] some of the current issues assatiaith predicting the aerodynamics
of HAWT are discussed. These include: the impacinsteady effects, and the
growing requirement for a means other than expenrirfog generating reliable airfoll
characteristics.

» Chapter [5] sets out the aims of the thesis.

* In Chapter [6] the two airfoils chosen for this s& are discussed followed by a

description and analysis of the data gathered em tihom experiment.

* Chapter [7] describes the computational methodptaddor this thesis.
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Chapter [8] details the approach adopted to satifyaims of this thesis. This is
broken down into sections describing the methodorgployed for each

computational tool.

Chapter [9] provides a full description and disos®f the results produced from

this analysis.

In chapter [10] the thesis is brought to a clos@jining the conclusion drawn from

the experiences gained over the course of thiggtroj
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Chapter 3

Aerodynamics of Horizontal Axis Wind
Turbines

Before discussing some of the current issues agsaoivith modelling HAWT, it is essential
to have some understanding behind the aerodynasstgiated with such a device. The
mean power and mean loads generated by a windh&udoe largely dependent on the
aerodynamic performance of the rotor [1] and heanegppreciation of the aerodynamic
forces generated by the mean wind is of vital ingooee. The following section will first
introduce some essential background behind aerodigrfiows and the mathematical
equations used to describe them. It will then mevdome insight into airfoils and their
application to wind turbines, before ending witresiew of the techniques used to predict

wind turbine performance.

3.1 - Fundamental Concepts of Aerodynamics

To analyse any practical situation regarding aemadyic flows, such as the flow through a
wind turbine, requires an understanding of thedasncepts that characterise aerodynamic
flows and the mathematical equations that goveemtin aerodynamics we usually refer to
the study of airflow over a surface, which is a sabtegory of the field, fluid dynamics.
Therefore, in the study of aerodynamics it is comrworefer to the flow of air as the flow of

a moving fluid with the properties of air at a givetmospheric state [8].
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3.1.1 - Properties of Fluids and Types of Flow

A fluid patrticle of air, acting on a surface candagegorized as having four distinct variable
properties: pressure, density, temperature andvkacity [8]. These are all point properties
which can vary from point to point in the flow [8/hen solving an aerodynamic problem
mathematically, these properties are usually espiks terms of a three-dimensional
coordinate system. For example, in a Cartesiandooate system, the velocity vector is
expressed a¥: = ui + vj + wk. Another factor which can largely govern aerodyrami
flows is friction [8]. Friction - often referred t@s viscosity - can give rise to shear stresses
which retard the flow near a surface, affectingdistribution of forces around a body; this
will be discussed later in this section. The vasiain and presence of these properties
throughout a flow field gives rise to six distingpes of flow, which are summarised below
in Table [1] [8]:

Flow Description Characteristics

Steady Flow field properties at any given point are
invariant with time

Unsteady Flow field properties at any given point

change with time

Incompressible Flow in which the density is constant
Compressible Flow in which the density is varying
Inviscid Flow in which the density is varying
Viscous Flow which invokes friction

Table 1 — Various flow types and a description of thir characteristics

Low speed flows over the blades of a wind turbireeamost entirely incompressible [1].
Depending on the region and regime, the flow cah be inviscid or viscous. For the
majority of its operation, the flow through a witwbine is steady; however, as a result of

certain atmospheric and operational conditionsflve can become unsteady [1].
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3.1.2 - Solving an Aerodynamics Problem

Any aerodynamics problem can be solved by applthedgollowing procedure [8]:

1) Determine a suitable model for the fluid
2) Apply the three fundamental physical principalsature
a. Mass is always conserved (continuity)
b. Newton’s second law: force = mass * acceleration
c. Energy is always conserved
3) Obtain mathematical equations which describe tteweur in terms of the flow

properties and apply them to the problem

For step 1 there exist three models that are corynusied when solving aerodynamic
problems: (1) The Finite Control Volume Approac®), The Infinitesimal Fluid Element
Approach, and (3) The Molecular Approach [8]. Whithine following equations model (1) is
applied. The diagram below in Figure [5] illustisathis model.

Control Surface, S
M R

Control Volume, V'

=

Finite control volume
fixed in space with fluid
moving through it

Figure 5 — Finite control volume Approach [8]
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Considering the first physical principal of natuithat mass can neither be created nor
destroyed — we can define the first equation tbaegs the motion of a fluid by applying
this principal to a control volume fixed in spaoegive Equation (3):

%sfﬁﬁv pdV + b pV.dS = 0 — Equations (3)

This is known as the continuity equation and stttat the net mass flow out of the control
volume through the surface, S is equal to the tawe of decrease of mass inside control
volume,V [8]. This relates the flow field properties ovefirate region of space [8]. By
applying divergence theorem to this equation weatso define a form of the continuity

equation for a given point in the flow to give Etjoa (4) [8]:

Z—f + V.(pV) = 0 — Equation (4)

Expressing Newton’s second law as: force equalsinierate of change of angular
momentum [8], we can now define the second integgahtion that governs the motion of a
fluid by applying this principal to a fixed contreblume over a region of space to give
Equation (5) [8]:

2 .
= i, pVdv + §p. (pV.dS)V = —dp. pdS + §ff, pfdV + Fyiscous — Equation (5)

This is known as the momentum equation and statgsThe forces exerted on a fluid as it
flows through a control volume (body forces, emgviy + surface forces, e.g. pressure,
viscous stresses) are equal to the net flow of nmbunme out of the control volume, across the
surface S, plus the time rate of change of momemluento unsteady fluctuations of flow
properties insid® [8]. In a similar fashion to the continuity equatj by applying the
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gradient and divergence theorem, the momentum iequedin be expressed as a partial
differential equation, relating the flow field pregies at a point in space [8]. Below in

Equation (6) is the momentum equation for the x gonent of the velocity vector field:

3 (pw)

o) .
T + V. (puV) = - £ + pfx + (FX)viscous - Equatlon (6)

In their integral form, these equations relateftbe field properties over a finite region of
space for any unsteady, three dimensional, incassfoke, viscous or inviscid flow [8].
Depending on the type of flow, simplifications hetse equations can be made, e.g. for steady
inviscid flow the time dependant and viscous tewosld be removed. If a compressible

flow was being analysed then the energy equatianldvwaeed to be included. However, since
wind turbine flows are largely incompressible, doatinuity and momentum equations are

sufficient enough.

In order to complete these equations for any tydw, we need to express the viscous
forces in terms of the appropriate flow-field prdpes; this requires a modification to the
fluid-flow momentum equation. Claude-Louis Naviedaseorge Gabriel Stokes provided
the solution in 1822, by developing the full segoferning equations for fluid flow,
including viscous terms, entitled the Navier-Sto&gaations. A full description of the
derivation of these equations is provided in refeeg[8].

These equations provided the basis for theorejisalving many aerodynamics problems.
For example the momentum equation can be used¢onee the lift and drag forces over a
two-dimensional body, such as an airfoil employadhe blades of a wind turbine. Another
method for determining these forces is through erpnt, commonly done in wind tunnels.
The final method for solving the governing equasiagby numerical analysis. One
numerical technique which has revolutionised tHatgm of aerodynamic problems is
computational fluid dynamics (CFD). Until the advehhigh-speed digital computers and
CFD, many complex aerodynamic flow fields had retriosolved theoretically [8]. This

powerful tool has given rise to a whole new disolwithin the broad study of
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aerodynamics. The application of CFD to the 2D gifdairfoils for wind turbines comprises

a large majority of this report.

3.2 Airfoils and Associated Flow Characteristics

Wind Turbines use airfoils to extract energy frdma tvind and generate mechanical power
[1]. If a cross section of a wind turbine blade waleen and viewed, the resulting shape
would be that of an airfoil, as illustrated in Figu6]. Different airfoil shapes are usually
employed along the span of a blade to achieve ieedemerodynamic or structural purpose.
When the wind blows over an airfoil it will genezat force system; this results in a
mechanical torque at the rotor shaft causing ther to rotate. The main driving force behind
this process is known as the lift force. The stiedh transfers the torque from the blades to

the generator, producing electrical energy.

Figure 6 — Wind turbine blade displaying airfoil cross section

The origins of airfoils dates back to the earlyeatvof successful power flight when during
the period of 1912 — 1918, a research team spealeldeby Ludwig Prandtl at Gottingen,
Germany, illustrated that the aerodynamic constamraf wings requires an initial
assessment of the cross section of a wing, termexdfil [8]. Airfoils were later adapted for
use in other aerodynamic applications includingcogters and later, modern wind turbines.
An introduction to some airfoil concepts and tressociated aerodynamic characteristics will

now follow.
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3.2.1 Airfoil Nomenclature

Before looking at the force system on an airfoils iessential to introduce some basic terms
describing the geometric properties of airfoilgt are clearly illustrated in Figure [7]. Of
particular importance is the chord length, c, whgthe precise distance between airfoils
leading (LE) and trailing (TE) edge [8], and thekimess, t, which is the distance between
the upper and lower surfaces, measured perpendioullae chord line [8]. The most
influential parameter on the airfoils force systsnthe angle of attack:, defined as the angle
between the relative wind vector and the chord Dher parameters that can influence the
forces on the airfoil are: the leading edge radius,mean camber line, maximum thickness,

the thickness distribution of the airfoil and tin@iling edge angle [1].

Leading Mean camber line
edge (halfway between top and bottom)
Angle of radius .
Attack . Trailing
Thickness, t edge

Leading
edge .
N Chord line Trailing
edge
angle

Figure 7 — Geometric properties of airfoils [1]

3.2.2 Aerodynamic Forces and Moments

As the oncoming wind flows over the airfoil surfatee airfoil will generate its own
distribution of forces and moments, known as ad@ystem. These aerodynamic forces and
moments are due to only two primary sources (1ptkessure distribution over the body
surface, and (2) the shear stress distribution theebody surface [8]. This is a fundamental
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theory of fluid dynamics and states that “The amkgchanism nature has for communicating
a force to a body moving through a fluid are pressund shear stress distributions on the
body surface” [8]. By integrating these distributsoover the surface of an airfoil the

resulting aerodynamic force R and moment M is peedyas shown below in Figure [8].

Voo R

Figure 8 — Resultant aerodynamic force and momentroan airfoil

M is defined as the pitching moment which is takbout an axis perpendicular to the airfoil
cross section [1]; this is usually placed at thartpr chord location where moments that tend
to increasex (nose up) are positive, and moments that decreésese down) are negative
[8]. The pitching moment can be calculated by iriégg the net moments acting on the
airfoil from the leading to the trailing edge, tagithe quarter chord as the reference axis [8].

An expression for M can therefore be determinel@doation (7) as [8]:

TE TE )
M = fLE dMupper + fLE dMlower - Equat|on (7)

Resolving the resultant force into components gitiesorce system for an airfoil, shown
below in Figure [9]V,, is defined as the flow velocity far away from tigoil and is known
as the freestream velocity. L is defined as thiddifce and is the component of R
perpendicular td,,. D is defined as the drag force and is the compooieR parallel td/,.
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N is the normal force and is the component of Re@edicular to the chord, ¢, and finally, A

is the axial force and is the component of R par&di c.

Figure 9 — Airfoil force system [1]

With the angle of attack previously defined asahgle between the chord line drg the
following geometric relationships in Equations &\d (9) can be drawn up for the force
components of an airfoil [8]. The angle of attagk therefore determines how much of the

normal and axial forces transfer into lift and hmwch into drag.

L = Ncosa — Asina — Equation (8)

D = Nsina + Acosa — Equation (9)

Flow over airfoils is usually designed so that Wietocity increases over the upper “suction
side and decreases over the lower “pressure” $itteairfoil [1]. Pressure is inversely
proportional to velocity therefore, when air floager an airfoil a pressure differential is
created where the pressure on the lower surfasedsgdhat of the upper surface, creating the
lift force. This relationship was derived from Beudli's equation and forms the driving force
for the mechanical power generated by wind turbimég pressure distribution is the main
contributor to the generation of lift where the @hstress distribution has a negligible effect
[8]. The drag force is a consequence of both teeous friction forces at the surface of the

31



airfoil (skin friction drag) and the unequal preesuof the airfoil surfaces facing towards and
away from the oncoming flow (form drag) [1].

3.2.3 Aerodynamic Coefficients and Non-Dimensiondarameters

When analysing the aerodynamic forces and momenéshmdy, it is more common and
convenient to express them as their dimensionlesficients. These are determined by
dividing the forces and moments by a dimensiondgssitity called the freestream dynamic
pressure, expressed in Equation (10) as [8]:

q= %pwvooz — Equation 10

The dimensionless force and moment coefficientslafmed as follows in Equations (11-

15), takingS as some reference area dra a reference length [8].

cL=-, b=, cNn="LL, ca=-=2L, cm=-L - Equations (11-15)
dwoS qooS qooS qooS oSl

When determining these coefficients for a complletee dimensional body capital letters are
employed, e.g. CL, CD as in above [8]. However, nvtlefining a two dimensional body
such as an airfoil, lower case letters are usedkgl andcm. In this instance, the reference

area is taken as the airfoil chord, ¢ = 1, anddhees measured are forces per unit span [1].

As it is important to know the pressure distriboteround an airfoil for the purpose of
determining the aerodynamic forces, a pressurdicaeft can also be defined, expressed in
Equation (16) as [8]:

P— Py

C, = PR Equation (16)
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WhereP is the static pressure at a location on the distaiface and,, is the freestream

pressure.

Another dimensionless parameter which is extreraséful in describing the flow conditions

over an airfoil is the freestream Reynolds numb@ressed below in Equation (17):

Re = % —Equation (17)

Where,p,, is the freestream density and is the dynamic viscosity of the fluid. The force
and moment coefficients of an airfoil are a funetad this important parameter, describing

the ratio of the inertial forces to the viscouscEs within the flow.

3.2.4 Airfoil Characteristics

The variation of the force and moment coefficiemih angle of attack for an airfoil is
commonly termed a polar. Typical polars for liftag and moment coefficients are displayed
in Figure [10].

Stall dus to
flow separation

cl. cd cm

Attached flow

Figure 10 — Typical Lift, Drag and Moment polars
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At low to moderate angles of attack, the variationl with o« - denoted as the lift curve

slope - is linear. Over this range of the drag remains low as the flow moves smootiigr o
the airfoil and remains attached over the majmftthe surface [8]. At this point the flow can
be described as inviscid which implies that visclmuises are small in comparison to inertial
forces. Asx increases to higher angles of attack, the flowrtsetp separate over the upper
surface, creating a region of turbulent air abawe laehind the airfoil known as the wake.
Within this region, flow reversal occurs where soohéhe flow begins to move in the
opposite direction to the freestream. Now viscaueds in the flow are starting to have more
of an impact on the force and moment coefficiewtt) the drag force beginning to rise, yet
the lift continues to increase and the airfoil exgreces a strong nose up pitching moment.
The influence of viscous forces on flow separatigihbe described later in this section.
Eventually, at some angle of attack, the increapmegence of flow separation causes a
sudden decrease in lift and rapid increase in daaging the airfoil to stall, after which the
flow can be described as fully stalled [8]. Theweabfcl prior to stall is termedl max. This
value will be dependent on the Reynolds numbehefibw, because it is heavily influenced
by viscous forces [8]; remembering that the Reymaoldmber is a ratio between the strength
of the inertia forces relative to the viscous faragethe flow [8]. Conversely, the lift curve
slope will be less influenced Re as it is almosirely inviscid. The moment coefficient will
only become influenced by Re at high angles otkitarhilst the drag polar will be more
sensitive to Re as it is influenced by both skictiion effects and flow separation [8].
Therefore, in order to fully recognise the aerodyitaresponse of an airfoll, it is essential to

consider both a range of angles of attack (AoA) Regnolds numbers.

3.2.5 Viscous Flow

The previous section illustrates how the drag oaigil and the lift at high angles of attack
are largely influenced by the presence of visctmsd. Forces within viscous flows, namely
frictional shear stresses, occur at any point withflow field where there are velocity

gradients across the streamlines [8]. These sgegsanost influential on the flow where the

velocity gradients are the most pronounced. Focése of an airfoil, the velocity gradients
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are the highest within the thin region of the fladjacent to the surface; here friction plays a
commanding role. In contrast, the velocity gradieare low in the flow field away from the
surface and frictional effects are less dominahe thin region, close to the airfoil surface,
governed by the presence of viscous flow is knosvtha boundary layer. This region is very
small in comparison to the rest of the flow, ystptesence is the prime reason behind flow

separation and the subsequent rapid changes antifdrag withessed during stall [8].

Viscous flow within a boundary layer can eithedd&@®inar or turbulent. When laminar, the
fluid elements move smoothly along the streamlme= the upper and lower surface of an
airfoil. However when turbulent, the fluid behavidoecomes more irregular as the
streamlines break up and become more random inrthtire [8]. The velocity distribution
within a laminar boundary layer produces small&asistresses than those experienced
within a turbulent one. As a result, laminar floielgs smaller skin friction drag than

turbulent flow.

Flow over an airfoil, beginning at the leading edg#l always start out as laminar; then, at
some point downstream, instability within the laariboundary layer will excite some
turbulence within the flow before the boundary lalgecomes fully turbulent [8]. The point
at which this occurs is called the transition podgfined by . This is displayed in Figure
[11].

Transition

Turbulent

Laminar

I
I I
* Za >

Figure 11 — Normal transition form laminar to turbulent flow on a flat plate [8]
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Determining the location of the transition pointesy important when attempting to

calculate the skin friction drag. Its location spe&ndent on many factors, one being the
presence of adverse pressure gradients. An aduerssure gradient is defined as a region
where the pressure increases in the flow dire¢8hnThis condition is largely responsible

for flow separation from an airfoil surfaceevere adverse pressure gradients reduce theckineti
energy of the flow and thus, slow the velocityloé fluid down to zero at the boundary layer
where the flow can become reversed and hence,adegamodifying the lift and drag

distribution [9]. The separated flow creates a large wake of tunibulecirculating flow,
downstream from the point of separation, whicheases drag, due to an increase in pressure

drag and significantly reduces lift, leading tadlqi].

3.2.6 Flow Separation

The causes of flow separation can be illustrateddamining the typical pressure
distributions over the upper surface of a hypotattirfoil at two varying angles of attack,
shown in Figure [11]. Flow separation is barelyicedble on the lower surface, with the
exception of the aft movement of the stagnatiomipimom the leading edge [9]; therefore
any evidence of flow separation will be most visibi the pressure distribution over the

upper surface, where the distribution is notabigrald

In the first regime, the airfoil is at zero degrdesre the flow moves smoothly around the
airfoil, remaining fully attached to the upper swwé with no presence of flow separation
taking place [8]. There are a number of indicatitiin the pressure distribution that can
help us draw this conclusion. At the leading edde £ 0) Cp =1; indicating a stagnation
point where the flow slows down to zero velocitgldhe static pressure is at its maximum
value (stagnation pressure). Proceeding this ettemflow expands rapidly around the upper
surface and the pressure decreases dramaticabthing a minimum value at around 10
percent of the chord length downstream from thdifepedge [8]. Moving further
downstream, the pressure gradually starts to isereslucing a mild adverse pressure
gradient. This fairly benign gradient is small egbuo keep the flow fully attached to the
upper surface, which recovers to a value slightiyva the freestream pressure (Cp = 0) at
the trailing edge (x/c = 1.0).
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Figure 12 — Typical pressure distributions over thaipper surface of an airfoil [8]

In the second regime, the angle of attack has ase to eighteen degrees. At this angle, the
viscous forces within the flow are strong enoughauose flow separation. Here the initial
decrease in pressure is much greater, reachingienarm value within the first 5% of the
chord downstream from the leading edge. The flothés subjected to severe adverse
pressure gradients where the pressure increasdg/rap the flow moves downstream from
the leading edge. This is illustrated by the stroagative gradient shown in the pressure
distribution just downstream from 5% of the leadauge. As a result, the flow begins to
separate from the upper surface. Proceeding tleistethe pressure distribution becomes flat
where Cp values close to -1 are witnessed acressi#jority of the upper surface and the
flow fails to recover above the freestream presatitbe trailing edge. This indicates that the
flow is stalled and has become separated frompperusurface [10]. When an airfoil
becomes fully stalled, Cp values close to -1 wélMatnessed across the entire upper surface.
The location where the pressure distribution sujdeecomes flat over the upper surface is
known as the separation point. For thick airfdike the ones employed on the blades of a wind
turbine, the flow tends to separate from the tngilio the leading edge [10]. This location will
tend to move upstream in the chordwise directiovatds the leading edge as the angle of attack

is increased [10].
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3.2.7 Airfoils for Horizontal Axis Wind Turbines

Airfoils for horizontal axis windurbines are usually camberéal order to increase the li
coefficient and decrease the drag coeffit at low angles of attack, where they are gene
designed to operate [1]. #chenatics of a NACA 64418 airfoil, which is commonly used
wind turbine applications, is shown irigure [13].In the NACA series the last two integt
indicate the maximum section thickness as a peaigerf the chord [1]. Nc the thickness
of the airfol; airfoils for horizontal axis wind turbines arerngrally thicker than those us
for other aerodynamic applicatic. This is because thicker airfoils exhibit much tgmrstall
characteristics in comparison to thin c. Stall regulated wind turbines often operate in
stalled region of operation [: The change in magnitude of the aerodynamic loadsgl
stall can be reduced using thicker airfc minimising the structural impact of any induc

vibrations as the bladenters stal
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Figure 13 — NACA 64-418 airfoil [20]

Figure [14] summarisesome of the design considerations for HAWT air and is adapted
from work performed at TU Delft in the Netherlar The root of a bladeill generally
incorporate a tlok airfoil to provide added structural support amdeduce the impe of
stall, which is more pronounc towards the inner sectiai the blade [11]. Towards the ti
thinner airfoils are employed to minimise d and maximise the lift/drag ratio as 1
majority of the usefulift is produced in this regic [11]. A higher or more favourabl
lift/drag ratio is one of the main design goalsofairfoil. It is also an importal
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consideration when determining the operating camuktof the blades. By plotting the lift/
drag ratio against the lift coefficient over a raraj AoA, an optimum design lift coefficient
can be determined, e.qg. the lift coefficient atethihe maximum lift to drag ratio occurs.
Modern airfoils for HAWT have also been designededuce the impact on performance of
blade surface degradation which is more pronoutmedrds the outer sections of the blades
[12].

I I

Thickness-to-chord ratio >.28 | .28-.21 21 >
High maximum lift-to-drag ratio @ L T 000
Low max. and benign post stall o0
Insensitivity to roughness @ L 1 J 000
Low noise @ 000
Geometric compatibility LT o0 o0
Structural demands 000 L ] @

Figure 14 — Design considerations for HAWT airfoil§20]

3.3 - Predicting Performance, BEM

The performance of a HAWT can be predicted usiegBlade Element Moment (BEM)
method; this is used in the majority of all windlkine design codes to predict the power and
blade airloads for a given turbine geometry andgeperational conditions [13]. Other
methods which are in the development stages ancehass widely employed include:
Lifting line, panel and vortex wake methods, Actuatisk method, Navier-Stokes solvers
and methods based on cascade theory, commonlyrusathomachinery design [1]. The
BEM theory equates two methods for determiningagperation of HAWT. The first method
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examines the forces on a fluid element within tbesfiield by applying a momentum

balance to a rotating annular stream tube paskioggh a turbine [14]. The second method
involves splitting the blade into a number of deterelements in the spanwise direction;
usually around 21, and examining the forces geeeéray the airfoil lift and drag coefficients
[14]. The two methods provide a series of equatiwhieh can be solved iteratively to
determine the blade forces and overall power outpptts for BEM include the turbine
geometry (e.qg. radius, of blades), the operational conditions (e.g. wapded, rpm) and the
lift and drag polars for the turbines employed loa blades. Figure [15] displays the complete

blade geometry for the analysis of a horizontas axind turbine using BEM.

o
[Pl -
L. -

% chord,~ '
Linte
-

Plane of blade rotation

Figure 15 — HAWT blade geometry and force system [1]

Of particular note are the relative wind velocitd,,; and its componeni$(1 — a)

expressing the wind velocity at the blades, 8@@1 + a’) expressing the tangential velocity
that the blades experience due to their rotatiorepresents the axial induction factor, which
corrects the wind velocity to account for the slogvof the air as it passes through rotor
plane;a’ represents the angular induction factor, whichemis the tangential velocity to
account for the speeding up of the air in the rotatl plane. This highlights a fundamental
aspect of a wind turbines operation, in that tleall@elocity experienced by the blades and

hence, blade forces will vary as a function of uadil]. Other symbols of note are
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dFy which is the incremental force normal to the plaheotation and contributes to the
thrust [1], and é;, which is the incremental force tangential to threle swept by the rotor

and is largely responsible for generating useftque and hence, power [1].

Typical outputs of a BEM code include the powerfttoent (C,), which effectively
indicates how efficiently a turbine extracts enefrgyn the wind, and the thrust coefficient,
which is the non-dimensional value of the forcenmalrto the rotor disk plane and is

commonly used in the structural modelling of a wintbine.

3.4 - Steady and Unsteady HAWT Aerodynamics

The analysis of a wind turbines aerodynamic perésrce using BEM assumes that the flow
is uniform and steady through the swept rotor a@eg,there are no temporal changes in
wind speed. The main factor affecting the aerodyndoads during steady state operation is
the change in the effective wind speed with thengfise position along the blades [15],
which is appropriately modelled in BEM.

Effect Flow Structure Major Consequence
Yaw misalignment Dynamic (Periodic) Reduced turbine lifetime
Wind turbulence and gusts Dynamic (Aperiodic) Transspikes in power
output
Three dimensional flow Steady Underestimated power and
(stall delay) loads
Turbine wakes Dynamic (Aperiodic) Reduced turbifetime

Table 2 — Unsteady aerodynamic phenomena and correspding impact on turbine lifetime and performance

However, in reality the flow field around a windline is much more complex and time
variant; meaning, the idealisation that the flowlisays uniform and steady is not a good
representation of the true flow field [15]. Centateady and unsteady aerodynamic
phenomena can induce dynamic loads on the rotarthwhay not be modelled in some BEM
codes. A number of these effects and their impadbad and power prediction are

summarised above in Table [2].
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Chapter 4

Current Issues in HAWT Aerodynamics

In the previous section we have identified somtheffundamental concepts associated with
HAWT aerodynamics, in particular the behaviour isteus flow and the causes of non-ideal
steady and unsteady flow. We have also been intextito BEM theory - a method used for
predicting the performance of HAWT - and the backmd behind its empirical inputs.
Knowing some background behind these conceptspsritant in order to appreciate some of
the issues currently facing the field of HAWT agmdmics. Major challenges within this
field tend to fall under the same category: devielgpmproved modelling techniques to
improve the load and power predictions of BEM. Aswn inSection 1.5an improved
prediction of the aerodynamic loads and energydyeah increase the turbine lifetime and
improve economic projections, increasing the ctiscgveness and reliability of the

technology.

One large area of research has focused on devglapietter understanding of the
underlying flow physics associated with certainodgnamic phenomena, in order to
accurately model the flow behaviour associated with-ideal steady-state and unsteady
aerodynamics. For example, understanding the dewedat and catastrophic impact of the
cyclic airloads associated with dynamic stall, aoog when the rotor is yawed to the
oncoming flow remains one of the focal points ofrent research within this field. Over the
years, a number of dynamic stall models have beealdped and used in performance
analysis codes, most notably the Gormont (1973)tlaedBeddoes and Leishman dynamic
stall model (1993) [16]. Here semi empirical coti@t factors have been introduced in BEM
in an attempt to account for the rapid changesgieaof attack experienced during dynamic

stall.
In order to accurately predict the rotor performe@ansing BEM, it is also imperative to have

an accurate assessment of the characteristice @irfoils being employed on the device, e.g.

the lift and drag polars. Inaccurate estimationghefaerodynamic coefficients can lead to
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miscalculated load and power estimations, and hggd economic projections [17]. The
optimum outcome would be to use high quality expernital data, gathered for the chosen
airfoils during a range of comprehensive wind turtiests [17]. However, this information is
often not available and can be very expensive tioegar gain a license for. The other option
is to use computational methods. This situationgnasented another major challenge within
the field of HAWT aerodynamics: the need for relggtbow cost methods for predicting
aerodynamic characteristics of airfoils. Examplesamputational methods for calculating
airfoil characteristics include: airfoil design aadalysis codes (e.g. XFOIL, RFOIL, and
Eppler), computational fluid dynamics (CFD) solydyased on full evaluations of the
Navier-Stokes equations (e.g. Fluent) and couptedmpial-flow/boundary layer methods
(e.g. VSAERO). The main challenge in using thesevsme packages is to provide a fast,
accurate set of reliable airfoil characteristica gustifiable cost. This can be an issue when
using a CFD solver. For an accurate CFD solutidarge amount of computational power
and time is required, which can be very costly [Mdreover, powerful CFD codes are often
not commercially available as a routine design.t@her issues arise when using CFD for
predicting the aerodynamic coefficients of airfoH®r one, it cannot accurately predict
transition over the surface of an airfoil from lauai, two dimensional flow to unsteady
turbulent, three dimensional flow [18]. It also lthSiculty in predicting some of the effects
of flow separation, and skin friction drag in tukbot flows [18]. Airfoil design codes like
XFOIL and RFOIL are open source and provide a clagapfast solution, yet issues can arise
when trying to achieve a converged solution at iRglynolds numbers [19]. Despite these
issues, the use of commercially available computatimethods can still produce relatively
accurate results if used correctly and a good kedgé of wind turbine airfoil aerodynamics

is known.
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Chapter 5

Project Aim

This project aims to highlight and address som@fissues currently facing the modelling
of 2D wind turbine airfoil characteristics usingnamercially available computational
methods. The majority of the published resultssihg computational methods (such as
CFD) to calculate wind turbine airfoil charactedstused in-house research codes that are
not yet readily available to the public. In indyst& typical wind turbine designer would not
have access to these codes and would have tonr@&gromercially available codes to
determine airfoil characteristics. It is therefareaim of this project to simulate this type of
situation and determine the limitations and diffies involved.

For this study, two airfoils were selected, whickrarboth employed on the recent
experimental model used for the Mexico (Model Expents in Controlled Conditions)
project. This tested a model wind turbine in thrgést wind tunnel in the EU, producing a
database of detailed aerodynamic data. 2D stapiererental data for the two airfoils are
available and used to validate the results froreelmomputational tools. The tools used in the
analysis are the airfoil design and analysis codE§)IL and RFOIL and the CFD package,
Fluent. The criteria for selecting these tools wérey were representative of most
commercially available codes with the ability tmron a desktop workstation. Each code is
applied to examine its ease of use and accuracy attempting to reconstruct the
experimental coefficients of the two airfoils oxerange of AoA. Having no previous
experience in the use of the computational toolgleyed in this project, a secondary aim is
to develop a methodology for other first time usateempting a similar goal.

A secondary aim is to examine how the deviationhénaerodynamic coefficients between
the experimental and computed data may affecttbeigtion of the rotor performance of a
turbine when using computational methods to deteerairfoil characteristics. This is

performed using a simple BEM code.
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Chapter 6

The Experimental Data

6.1 - The Airfoils

The two airfoils examined in this project are th&@A 64-418 and Du91-W2-250 airfoll
sections. The Du91-W2-250 airfoil was designed madufactured at TU Delft in the
Netherlands, where a large majority of the airfeilsployed on today’s currently operating
wind turbines are produced. Both were includedhexrhodel recently tested during the
Mexico project, carried out by a consortium of menshincluding TU Delft. The project,
which was completed in December 2006, tested & largdel wind turbine in the wind
tunnel of the Large Scale Low Speed (LLF) Factitifyhe German Dutch Wind Tunnel
Facilities (DNW). The core objective of the proj@as to reduce the uncertainties in the
computer codes used to predict the structural laadsperformance output of a HAWT. The
product was a database of high quality experimetatd, recorded on model three bladed,
stall-regulated wind turbine in a large wind tunaetler a number of controlled and known
conditions [9]. This data has been determined @®tity set detailed and accurate enough for
validating Navier Stokes based calculation techesgie.g. CFD) as well as turbulence and

transition modelling [9].
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Figure 16 — Du91-W2-250 inboard and NACA 64-418 ohbbard airfoil sections [20]
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To supplement to the tests carried out on the 3Deh@ numberof 2D static tests were also
performed on the chosen airfoil sections withinltber Speed Wind Tunnel at TU Delft. The
airfoils employed on the model which are analysethis report are displayed above in
Figure [16]. A schematic of the wind tunnel is ailbastrated below in Figure [17].
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Figure 17 — Schematic of the low speed wind tunnelDelft University of Technology [20]

The two airfoils analysed in this report repregéstairfoils employed at the root (Du91-W2-
250, 25% thick) and outer (NACA 64-418, 18% thisk}tions of the blades. These were
chosen to highlight the differences in the airtdibracteristics between the inner and outer

regions of the blades.
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6.2 - 2D Static Airfoil Data

After carrying out a previous Masters project at Delft, analysing the unsteady
aerodynamics of HAWT with reference to the Mexieba] access to the experimental 2D
airfoil characteristics was granted by the Univgrsihe data set includes for both the Du91-
W2-250 and NACA 64-418: the airfoil co-ordinatdsit aerodynamic coefficients over a
range of AoA for varying Reynolds numbers and spmassure distributions at a few chosen
AOA. The force coefficients were derived directtgrh the surface pressure measurements at
three varying Reynolds number per airfoil. Poldrthes data were developed and used as a
reference set for the computational tests. PresBsigbutions were only provided for one
Reynolds number per airfoil. Comparisons betweenmded pressure distributions and
experimental tests were therefore made at thosesal he full set of polars and pressure
distributions from the 2D static tests of eachdadliiit displayed iPAppendix landAppendix

2.

6.3 - 2D Static Wind Tunnel Performance

Appendix Idisplays the characteristics for the Du91-W2-2isfoih ConsideringRe =
500,000, ata = 0° the positive camber effects, induced by the slo@piee airfoil near the
leading edge results in the generation of a predantinormal force, producing a positive lift
force withcl = 0.4 [21]. The pressure distributiqi®e = 500,000) indicates that the flow is
fully attached over the entire upper surface: fagble pressure gradients occupy the region
of the LE and the flow recovers to above the freash pressure at the TE. However, in the
absence of any strong LE suction pressure, thedétficient remains fairly low. From

a = —12 to 10 ° the lift increases linearly with a steady, yet mi@de increase in drag. This
region defines the lift curve slope of the airféit. « = 7° we can see increased LE suction
pressure and the presence of a mild adverse peegsadient; this causes transition at
around0.35¢c. However, the following adverse pressure gradenbt strong enough to
cause flow separation and the flow recovers to altbg freestream pressure at the TE.
Towards the upper region of the lift curve slopbgeve strong normal forces are observed, a
positive gradient can be observed in the pitchimgn@ant. Ata = 11 °, just prior to stall the

maximum lift coefficient is achieved wiltl,,,,, = 1.49. The pressure distribution is
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characterised by a large LE suction pressure4.0. The transition point has moved towards
the LE at= 0.05¢. Downstream from the transition point, the adven®ssure gradients are
strong enough to retard the flow in the boundaygilaausing it to separate from the upper
surface ate 0.7c. This separation can be observed as flat baresfSpire front).7¢ to the TE
where the flow fails to recover above the freestrgmessure. Following the achievement of
clnax the airfoil stalls where a sharp decrease in trenal force accompanied by a rapid
increase in the axial force, causes the lift tadeudly drop and the drag to rapidly increase. At
this instance, the moment coefficient experiencesdalen negative gradient. &sncreases
the airfoil moves further towards a fully stallddtg, yet the magnitude of the changes in the
forces becomes more benign. If more pressure hligions were available we could expect to
seeCp values of~ —1 consistent over the entire upper surface at26°, where a

precipitous drop in lift accompanied by a rapidrease in drag and strong nose down
pitching moment is observed. At this point theairfould be said to be fully stalled. The
design lift coefficient for the airfoil ake = 500,000 is 1.033 atr = 5.79°; this gives a

maximum lift/drag ratio ofl08.

As expected, the lift curve slope is not affectgacbanges in the Reynolds numbet the
value ofcl,,,, IS, Wherecl,,,, increases with decreasing Reynolds number. Thg dra
coefficient is more affected by the Reynolds numbdyoth the inviscid and viscous regions
of the flow, especially at high angles of attackeTnoment coefficient also appears to be
more sensitive to Reynolds number at higher AoAchhis to be expected. At higher
Reynolds numbers, the maximum lift/drag ratio iases and occurs at lower design lift

coefficients.

Appendix displays the same set of polars and pressureldistns for the NACA 64-418
airfoil. In this case, the pressure distributioreyevprovided for a Reynolds number of
1,000,000. Therefore, considering this case, agaisee non-zero lift producedat= 0°

with ¢l = 0.3. Froma = —6 to 6° the lift increases linearly during the lift curslpe. From
a = 7 t0 16° the rate of increasing lift begins to depreciatd the flow becomes
increasingly separated from the upper surface. ddnisbe observed as an aft movement of
the separation point in the pressure distributitnosn the trailing to the leading edge, as the
AOA increasesCl max = 1.22 is achieved ak = 16° where after the lift begins to

depreciate and the airfoil enters stall; howevss,ftow remains attached over the leading
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edge of the airfoil, with a strong LE suction pragscoefficient observed in the pressure
distribution ate = 21°. Finally the airfoil becomes fully stalled @t= 22° with Cp values=
—1 consistent over the entire upper surface. Thegddst coefficient atRe = 1,000,000 is

0.536 ata = 2°; this gives a maximum lift/drag ratio of 152.

Reynolds number effects were similar to those vgged for the Du91-W2-250 airfoil.
However, in this case, airfoil characteristicsddReynolds number &00,000 were

produced. At this low tunnel speed, the behaviduhe polars tended to deviate more from
those at the other two Reynolds numbers, in corapario the Du91-W2-250 case, where the
lowest Reynolds number tested vb#H),000. Looking at the lift polar, the behaviour of the
airfoil in the stall regime is particularly diffeme Moreover, the moment coefficient
distribution is notably different over the full rg@ of AoA. At low Reynolds numbers,
viscous effects on lift and drag are more pronodniéhe lead up to and during stall, where
flow separation begins to dominate the behaviodhefairfoil. As a result, the airfoil appears
to stall at a lower AoA, resulting in a modifiedt curve and moment coefficient. It can
therefore be concluded that Reynolds number efgetsninimal betweeRe =

500,000 and1,000,000 but become more influential bela®e = 500,000 for this particular

case.

The major differences between the performanceleofwo airfoils can be highlighted by
considering the airfoil characteristicskRa = 1,000,000. The Du91-W2-250 has a higher

cl max which occurs at lower angle of attack, yet thédiproduces a lower maximum
lift/drag ratio. The NACA 64-418 exhibits a moreniogn post stall regime with gentler
gradients in lift and drag observed. This is expeas the NACA 64-418 is employed on the
outer section of the Mexico model where a highéidliag ratio, lowcl max and benign post
stall regime is desired. This is highlighted in g [14]. Additionally, for stall regulated
rotors, a restrained maximum lift coefficient all¥or the use of a greater swept disk area
and hence, better peak power control for a giveregeor size [22]. The Du91-W2-250 is
7% thicker than the NACA 64-418 and was employetheninboard section of the blades

where structural demands are more of a concernaégdynamic performance.
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Chapter 7

Computational Methods

The aim of this section is to give a brief desaoiptof the computational methods used
within this project to reconstruct the 2D statipexmental data of the two selected airfoils.
It begins with a description of CFD and the softevpackage, Fluent before describing the
two airfoil design and analysis codes, XFOIL andORE Finally it ends with a short
description of the BEM code provided by the researcTom McCombes; this is used to
highlight the discrepancies in using the airfoibidicteristics calculated by each method to

determine a wind turbines power output.

/.1 -CFD

7.1.1 - Introduction

The value of CFD in the field of aerodynamics ipratedented. Since its introduction in the
early 1960's, it has served as a tool for providigct solutions to many complex
aerodynamic flow fields that without it, would neveve been solved theoretically [8]. CFD
uses high speed digital computers to solve theNallier-Stokes equations for any three-
dimensional, steady, unsteady, incompressible, cessible, inviscid or viscous flow
problem. How does it do this? In reference [23] A&Defined as “the art of replacing the
integrals or partial derivatives in the governimgiations with discretized algebraic forms,
which in turn are solved to obtain numbers forftbw field values at discrete points in time
and/or space”. In short, the final product is a etigal solution to the governing equations as

opposed to a closed form analytical solution [24].
In terms of its application to wind turbines, andhe context of this report, CFD has began

to replace wind tunnel testing for attaining theodgnamic characteristics of airfoils and
complete wind turbine systems. A general trenddea®loped where the cost of
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computations has decreased compared to the inegeasst of wind tunnel tests, making it

economically attractive [23]. However, this is ntrakihe assumption that the CFD solution

is accurate and cost/time effective. In realitg solution is not always accurate due to the

limitations of CFD, described previously $ection 4Moreover, an accurate solution can

require a large amount of time and computationalggovhich may not always be available.

One of the core aims of this report is to evaldlageaccuracy of a commercially available

CFD code on desktop workstation within a limitedipe of time.

7.1.2 - Code Structure

When solving an aerodynamics problem with a CFDectitere are typically three stages

that make up the analysis: pre-processing, sol@mjpost-processing [24].

1)

2)

Pre-processing

The first stage involves creating a computatiormahdin for the physical surface to be
analysed (e.g. an airfoil). This is usually perfedwsing a meshing tool (e.g. gambit)
where the domain is split into a number of finikeneents (cells) to create a grid.
Fluid properties and boundary conditions can theaplied to the grid where it is
then ready for exporting to a solver. Careful cdasation must be made when
defining the resolution of the mesh cells in thiel §24]. For an accurate solution it is
ideal to cluster cells in regions where the flowniedified the most [25]; this usually
in the region close to the surface of the physwadiel, known as the near-wall
region. Cells can become coarser away from theseriowards the farfield
boundaries where the flow gradients approach Z25p Accuracy can also be
improved by having smooth transitions in cell se®ppposed to large discontinuous

changes [25].

Solving

The second stage involves solving the problem walation algorithm (e.g. fluent).
The procedure begins by modelling the problem unkrsoas simple analytical

functions. These are then substituted into the igwg equations; replacing the
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integral or partial derivatives, known as disciiatig24]. Finally, a method for
solving the algebraic system of equations overctmplete computational domain is
applied. This usually involves iterating the seegtiations until a converged solution
is reached

3) Post - Processing

After solving, each cell, or volume within the grdll now be assigned a number of
variables, e.g. a value for velocity or static ptes. The final stage of the process
involves analysing the results of the solutionbserve the variation in those
variables over the complete solved flow field [ZBhis can be performed within a
complete CFD package (e.g. fluent) but may otherleve to be done in a post-

processing tool. Some examples of post-processialysis are listed below:
- Reporting wall forces, e.g. moments, normal forces

- Plotting pressure distributions

- Producing contour plots of velocity, pressure, tilehce etc

7.1.3 - RANS equations

As we already know, CFD involves solving the full\Ner-Stokes equations for a wide range
of practical fluid flow problems. At some pointgthhehaviour of most flow problems
becomes turbulent, where transient, unsteady clsangeslocities occur. The treatment of
turbulence in the majority of most CFD solversastiopt the Reynolds Averaged Navier
Stokes (RANS) equations [26]. By averaging a sofutit multiple time steps, the effect of

turbulence on the time dependant variables in ngey-Stokes equations can be modelled.

RANS introduces a time-averaged and randomly fltotg component to each time
dependant variable in the Navier-Stokes equati®@8p [This inherently produces new terms
in the time averaged momentum equation, knowna&#ynolds stresses [23]. These terms
are functions of the velocity fluctuations and #fere account for the influence of turbulence
on the flow problem [26]. The main benefit of RANShat it makes solutions involving

turbulence computationally less expensive to s[&
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After RANS, the modified equations contain a numifesdditional unknown variables; in
order to produce a closed system of solvable egumand determine these unknown
variables in terms of known quantities, a turbutenmdel is required [26]. There is a
number of available turbulence models, those otthised in the analysis within this report

will be described later.

7.1.4 - The software — FLUENT and GAMBIT

The commercially available CFD code, Fluent is uselthis report to model the 2D flow

over two airfoils designed for wind turbine apptioas. A license for the software was
available through the University of Strathclyde king it an immediate choice. Being a
commercially available CFD code and able to rumalesktop workstation, Fluent meets the
criteria set out in the aim of this project. In erdo create a domain for the problem and
hence a mesh to be solved using Fluent, the mesbah@Gambit was also used to
supplement the use of Fluent in the CFD analysish@t description of Gambit will follow

before describing some of the key features of Rluen
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7.1.4.1 GAMBIT

Gambit is a design tool used to create mesh mdaeSFD applications. Users can input
commands to Gambit via a graphical user interf&igl). An example of the Gambit user

interface is shown below in Figure [18].
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Figure 18 — Gambit GUI

The various command functions allow the user tatera geometry for, mesh and assign

zones and boundary conditions to a flow model. Almean either be created as unstructured

or structured with the differences shown belowiguFe [19].
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Figure 19 — Difference between a structured (lefind unstructured mesh (right) [44]

The choice of mesh is largely dependant on the g&grto be meshed and the availability of
storage, with an unstructured mesh requiring gresideage capabilities [27]. The software
also allows the user to input text commands in otaereate journal files for creating
meshes. By employing programming functions, custechjournal files can be created which
allow the generation of multiple versions of a sngesh over a fast and convenient period

of time.

7.1.4.2 FLUENT

Similarly to Gambit, user inputs to FLUENT are aahgd via a graphical user interface,
where pull down menus are provided to allow the tsset up the simulation technique.
After reading in a mesh previously created in Gantbe user can set up the simulation in
any order but will generally make primary choicesdd on the following categories:
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1) Flow Solver

Fluent has a choice of two numerical methods fbriisg the solution:

* Pressure-based solver

* Density-based solver

Each method solves the governing equations of angdiuid by applying a control-
volume technique to a generated mesh. Here thgraiteorm of the governing
equations are integrated on the individual contablimes to create a series of
algebraic equations for the unknowns (e.g. velpg@itgssure, turbulent quantities)
which are then linearized and solved to give nedaigd values of the unknown
variables [28]. Here the code is always ensurimg tie mass, momentum and energy
(if compressible flow) is conserved for each celthe grid. The governing equations
are solved repeatedly over a number of iterationi$ a converged solution is

reached.

The pressure based solver is generally used fossfmeed, incompressible flows,
while the density based solver is used for highedpeompressible flows [28].

2) Boundary Conditions

Setting up the boundary conditions which specigyftow variables on the boundaries
of the physical model is an important stage ingieup of a FLUENT simulation

[28]. Boundary zones for the physical model areegalty set up in Gambit then
assigned inlet and outlet conditions in Fluent,eeample: Velocity inlet boundary
conditions are used to define the velocity andasqgaloperties of the flow at inlet
boundaries [28].
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3) Viscous Model

FLUENT provides a number of viscous models to cedosm when setting up a

simulation. The choice of the model depends onmalian of considerations, such as:
the underlying physics related to the flow, theabkshed practice for a specific class
of problem, the computational power available,léwel of accuracy required and the

amount of time available for the simulation [28heTavailable models are:

* Inviscid

e Laminar

* Spalart-Allmaras
+ k-e

e k-o

* Reynolds Stress

Choosing the inviscid model will neglect the effetviscosity on the flow and
hence, the effects of fluid viscosity and turbubeistosity will be removed from the
calculation of the forces on the physical modelid@ude these viscous terms in the
governing equations, the simulation must enableénanor turbulent flow. This can
be done by selecting the laminar model or a vamadif one of the four turbulence
models provided by fluent (Spalart-Alimaras, k-ay br Reynolds Stress model).
Again the choice of the turbulence model will deghen the aforementioned

considerations within this section.

Other important considerations that must be madledrset up of the problem are: the
materials and corresponding values for the flowbfm, e.g. air density for a 2D airfoll
problem, and the choice of monitoring for the siatiain, for example setting the monitoring
for the scaled residuals of continuity, momenturd tmbulent terms. Remembering that the
CFD code is attempting to find a solution such thass, momentum and energy are being
conserved for each cell, by monitoring the resigwélthe variable terms within these
guantities we can determine how well a solutiocosverged. One important step in the

fluent software is to set the convergence critefarrihe residuals, e.g. the value at which the
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iterations terminate. Figure [20] below shows & plathe residuals for the flow over an

airfoil using the Spalart-Allmaras turbulence modéh a convergence criterion a0~°.

1 e+00

100 200 200 400 a00 GO0 Joo 200

[ter:

FLUENT &.3

Figure 20 — Residuals plot with convergence criteoin set to10~°

FLUENT is written in C-Language so again this akofer the development of journal files
to allow the user to perform modifications to siatidns without having to access the GUI.

This can make life easier when a large numberm@iksitions on the same grid are required.

FLUENT allows for an extensive range of post-preass, such as the development of
contour plots and pressure distributions, and épenting of wall forces and fluxes. It also
has a useful adapt function which allows you to radne grid in FLUENT, negating the need

to re-mesh the model in Gambit.
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7.2 — XFLR5

XFOIL is a program which specialises in the analysid design of subsonic isolated airfoils.
This code was chosen for this analysis becauseopeén sourced and can be easily
downloaded and run on a desktop workstation. kphoject the recently updated version of
XFOIL, XFLR5 is used. In this version a graphicakuinterface replaces the old command
driven format of the original XFOIL; however thenfttions and operations of the code
remain the same. The GUI for XFLR5 is shown belowigure [21]. A set of airfoil co-

ordinates can be loaded into the program and
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Figure 21 — XFLR5 GUI

analysed in a number of ways. In this case a pressstribution of the airfoil has been

produced for an airfoil at = 12°. Useful functions which can be performed include:

* Viscous or inviscid analysis of an existing airfoil

* Plotting of geometry, pressure distributions, aothrs
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» Airfoil design and re-design by specification ofasngeometric parameters

For a full description of the methodology behindLRb, refer to reference [29]. Some of the

fundamental features are however described below.

7.2.1 Inviscid Formulation

For calculating inviscid flow, XFLR5 uses a linearticity stream function panel method
[30]. Panel methods are fast and effective for mimdgefully attached, incompressible flow
(e.g. potential flow). As a result they are a papwhethod in aerodynamics for calculating
the lift and pressure drag forces on an airfoil| [Blowever, panel methods are incapable of
modelling viscous forces and are therefore canredtipt boundary layer effects and
separation [31].

7.2.2 \VViscous Formulation

To model viscous effects, the boundary layer ankieveae modelled with a two equation
lagged dissipation integral boundary layer formolagand an envelope e”*n transition
criterion [31]. The viscous solution is combinedhtihe inviscid formulation allowing the
calculation of separated regions of flow. In thesiftiguration the skin friction drag can be
calculated and hence, the full lift and drag foreesan airfoil can be determined for both
viscous and inviscid flow. In terms of determiniinge transition within the flow, XFLR5
uses the e”n transition criterion. Here the usersgeecify the parameter, Ncrit “which is the
log of the amplification factor of the most amp@di frequency which triggers transition”
[31]. For standard wind tunnel tests this is asslitoébe 9 and is the default prediction for

the location of transition using XFLR5.
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/.3 —RFOIL

RFOIL is a modified version of XFOIL which was déweed at Delft University of
Technology. Again, it is open sourced and can bentttaded and run on a desktop
workstation; therefore, it was chosen to supplemaedtform a comparison to the results
produced by XFLR5 and CFD. Unlike XFLR5, RFOIL is@mmand driven program
without a GUI, however it can perform the same nendj§ operations and functions. The
main drive behind the development of RFOIL wasrtate an airfoil design and analysis
code which could include the effect of rotationaorioil performance [32]. The effect of
rotation has shown to delay stall beyond that ptediby 2D airfoil data towards the inboard

sections of wind turbine blades.

The first step towards achieving this was to imgrthwe two dimensional post stall prediction
of XFOIL. An issue with XFOIL was that the code keadown and failed to converge at high
angles of attack when an airfoil entered the piadt iegime [32]. To overcome this,
adjustments to some of the closure relations feittinbulent boundary layer formulation
were made in RFOIL, resulting in improved predintdor airfoil stall characteristics up to
and above angles of 25 degrees [32]. These adjastrimeproved the prediction of the
turbulent separation point, which is an importdoivfparameter with respect to rotational
flow effects [32].

With the prediction of stall improved the next stegs to include 3D radial flow equations in
the XFOIL boundary layer formulation. With thesgustiments made the code was shown to
improve the prediction of the maximum lift coef@iait and the angle of attack at which stall
occurred for a given airfoil. For a more full deption of the adjustments made to XFOIL

refer to reference [32].
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7.4 BEM code

The BEM code used in this analysis was producetidoy McCombes and was written in the
programming language, Matlab. The code acceptsimgets for a specified turbine
geometry e.g. blade radius, no of blades, twigtidigion and hub pitch setting, and lift and
drag data for the airfoil employed on the bladaputs for the operating conditions of the
turbine are also accepted, requesting the usegretfy the maximum and minimum
allowable tip speed ratios for the device. Thespped ratio (TSR) is the ratio between the

rotational speed of a blade at the tip and thecitgiof the wind, defined in Equation (18) as:

A= %R — Equation (18)

Where Q) is the rotational speed of the turbies the radius of the blade abdis the wind
velocity. The code splits the blades into a nundierser specified elements and applies a
BEMT algorithm to determine the thrust and powesficients over a range of user specified
TSR increments. In this process the calculateaifitt drag coefficients of the airfoil are used
to determine the aerodynamic forces on the blagadt tip speed increment and hence, the
torque, thrust and power generated by the turldihe.outputs of the code are plots of the
thrust and power coefficient versus tip speed rawer the specified tip speed range, an

example of which is shown below in Figure [22]; tegend indicates the hub pitch angle.

0.55 1.6
2.5 2.5
0.5 1.4
0.45
1.2+
0.4
1l
o o.35f oF
0.8
0.3}
0.6
0.25
0.2 0.4+
0.2
o 5 10 15 o 5 10 15
A A

Figure 22 — Example output of BEM code
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Chapter 8

Project Approach

In order to reconstruct the experimental airfoduccteristics of the two airfoils chosen for
this analysis, the three previously described cdatmnal tools were chosen and applied.

From the outset it was decided to break the prajeain into the following two stages:
Stage 1) 2D airfoil analysis

The development of airfoil characteristics using tiree computational tools
coinciding with a direct comparison to the expemtaédata: airfoil characteristics
include: lift, drag, moment, normal force and aX@le polars and selected pressure
distributions. A look at some of the flow plots duzed by CFD is also included in
this section to try to define some of the undedyilow physics responsible for the

behaviour of the results.

Stage 2) -BEM analysis

Making use of a simple BEM code, this section eatds the impact of the results
obtained from the 2D analysis on the power and fwadictions for a turbine

configuration. The lift and drag coefficients fothe 2D analysis form the inputs to
the BEM code.
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8.1 - 2D Airfoil Analysis

The main body of the work in this section involneetoming familiar with the computational
tools and their various operations. Having no presiexperience in the use of these tools,
this took some time, more so in the use of GAMBITO &LUENT and less in the use of
XFLR5 and RFOIL. Once this was achieved, a methaglofor using each code was
developed and applied to determine the 2D chaiattsrof the two airfolils.

To highlight the learning curve and the establisimedhodologies for the 2D airfoil analysis,
the following section describes the approach adbfateeach code, beginning with the airfoil
design and analysis codes, XFLR and RFOIL. It gh@vides a full description of the
methodologies adopted for using GAMBIT and FLUENT.

8.1.1 Methodology — XFLR5 and RFOIL

Producing airfoil characteristics with XFLR5 and@®E is a fairly standardised process as
this is what the codes were specifically desigrmegdudnlike CFD which is used to analyse a
wider class of engineering flows. The instructiémsthe code are clearly outlined in the user
manuals, which were followed for guidance. The dasocess involved: (1) loading the
coordinates of the two airfoils into the codes,g@fting up a viscous formulation, (3)
defining the Reynolds number, (4) defining the Aa#ge, (5) running the program, (6)
exporting the polars and pressure distributiorSXCEL for analysis. This method could be

followed to produce airfoil characteristics in lésan ten minutes.

Computed results of airfoil characteristics frombL&5 and RFOIL were produced for both
airfoils at two Reynolds numbers each. Polars afd@nd moment data were compared
against computed results from FLUENT to examinevidality of using each code to
reproduce the experimental data. The results ffosnanalysis are presented3ection 9 —

Results and Discussion
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8.1.2 Methodology — FLUENT and GAMBIT

There is no standardised process for analysingikfidws using FLUENT; therefore, the
user must establish their own methodology. Thergt @xany recommendations and hints in
various forms of literature and these were follo@dguidance. Figure [23] shows a road
map of the steps taken throughout the course sftfuject when using CFD to re-produce
airfoil characteristics; all steps up to step 1Teneompleted. These steps will now be

discussed in turn

8.1.2.1 - Step (1)

Creating a standard base-line mesh in GAMBIT waditist step in the road map towards
developing full CFD simulations of the flow fieldsound the two airfoils. In order to
become familiar with the software, a tutorial paed by the Sibley School of Mechanical
and Aerospace Engineering at Cornell University fellewed. The tutorial considers the
flow over a NACA 4412 airfoil and provides a stepdtep account of how to mesh an airfoll
in GAMBIT. The full tutorial can be viewed in refarce [33].

After careful consideration of the advice giverthe tutorial, a method was adopted for

meshing the two airfoils chosen for this analysis.
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1. Became familiar
with Gambit

v

|

2.1 Meshed
NACA-B4-418

|

2.2 Meshed
Du91l-w2-250

J

3. Became familiar
with Fluent

v

4, Chose turbulence
models

v

5. Literature review
on mesh adapting

)

6. Developed mesh
adapting test

v

[

]

6.1 Set up initial problem
in fluent

6.2 Adapted arid to y+
criterion

6.3 Adapted grid for
wake effects

)

7. Established best
practice for simulations

v

8. Developed tool for
large simulations

v

5. Performed simulations

and analyzed results

v

10. Developed
refined mesh

Y

10,1 Developed tool to
multiple mesh in Gambit

10,2 Set up new problem
in Fluent

10.3 Performed new
simulations on cluster

v

11, Analyzed
Results

Figure 23 — Road map of steps taken when using CHDr airfoil analysis
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8.1.2.2 - Step (2)

The methodology for meshing each airfoil in GAMBABs as follows. For illustrative
purposes the mesh developed for the Du91-W2-256ilag used. An identical mesh was
generated for the NACA 64-6418 foil.

1) Define the Geometry

Figure [24] displays the geometry created for tlah@matical domain of the physical
model, where is the chord length of the airfoil. This geometrgs set up to create a
C-grid in GAMBIT, which is commonly used for struced airfoil meshes. A C-grid
around an airfoil has lines of points in one dii@ttvhich are shaped like the letter

“C”, where the line which describes the airfoil e meets at the trailing edge [34].

A B
A
12.5¢ Rectl
F \ 4 C
/ G
Reci2
Airfoil
20c

E D

Figure 24 — Geometry of wireframcreated in GAMBIT
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2)

3)

Here, a farfield boundary is defined at reasondlgance away from the airfoll
where ambient conditions are used to define thathay conditions. Closer to the
airfoil surface, large gradients in flow variab(psessure, velocity) will dominate the
flow. Creating this geometry ensures the farfiaddidary conditions are not affected
by the flow around the airfoil making the definitiof the farfield boundary condition

more accurate.

Import Airfoil Co-ordinates and Create Geometry

The airfoil co-ordinates, stored as a dat-file wien be loaded into GAMBIT and

the domain geometry was created. Figure [25] shbesirfoil co-ordinates and the

wireframe for the C-grid created in GAMBIT.

Figure 25 — Airfoil coordinates and wireframe crated in GAMBIT

Mesh the Geometry

With the wireframe for the grid created, the regomtween the airfoil geometry and
the farfield boundary could then be meshed. A stingd mesh pattern was chosen to
save computational time. Unstructured grids caadw@ntageous over structured
grids because you do not have to have high resalutiregions where it is not
required (e.g. in the farfield) in order to clustetls close to the airfoil. However, a

trade off was made after careful consideratiorneftime frame of this project. The
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two rectangular faces were meshed in order toelastid refine cells in the region of
the wake behind the airfoil as this is where tloafls modified the most. The mesh
for this region is shown in Figure [26]. Towards flarfield boundary, where the flow
field gradients approach zero, the mesh resolltemomes progressively coarser. The
mesh edge command in GAMBIT was used to perforswdgperation. Careful control
of this function was required to ensure the trams# in mesh size were smooth and

continuous.

Figure 26 — Mesh generated for reatgular regions of C-grid in GAMBIT

The semi circular face was then meshed, using #shradge command function to
cluster cells at the airfoil surface in the neathnegion, with added resolution at the
leading and trailing edges. Here the steepestgnmislare observed and it is critical to
have a mesh resolution which allows the solveratoutate these rapid changes in

flow variables.
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Figure 27 — Mesh Zoomed in showgiincreased resolution around airfoil surface

Figure [27] shows the mesh resolution around tHeibwith added refined around

the leading and trailing edges.

4) Specify the Boundary Types

airfoil and the

Three boundaries were then set up for the domiagnvelocity inlet

farfield boundaries. This was done by assigningé#ggons within the domain, group

fchp velocity inlet described the

names and specifying a boundary type to each g

boundary for the flow approaching the airfoil. Tdigfoil described the boundary for

the airfoil itself and was defined as a wall bouydand the pressure outlet described

the boundary for the flow leaving the airfoil andswdefined as a pressure outlet. The

final mesh with specified boundary conditions iswh in Figure [28].
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Figure 28 — Image of complete mesh generdtmn GAMBIT for the airfoil sections

8.1.2.3 - Step (3)

The next stage of the process was to export the-loses mesh generated in GAMBIT into
FLUENT and define the solution. Time was taken hereecome familiar with the FLUENT
software and to fully understand its functionalify. do so, the Cornel tutorial was again
referred to which described how to set up a sinndor the NACA 4412 previously
meshed in GAMBIT. The FLUENT user guide was als@laable source for understanding
the terms and functions described in the tuto8ahulations were run on the two airfoils
chosen for this analysis, following the Cornel tigbas a guide. During this initial trial
period it became clear how varied the results cbeldepending on the choice of turbulence
model. Early comparisons to the experimental famefficients showed quite notable

discrepancies in the modelled data.

Before carrying out any further simulations it ihsught necessary to research the available

turbulence models and their applications to my afgasearch. Additionally, it was deemed

71



important to research other works of a similar Kion@stablish the current state of the art for

modelling airfoil characteristics using CFD.

8.1.2.4 - Step (4)

Perhaps one of the most important stages in satpraysimulation in FLUENT is the
selection of the turbulence model. For this analylsiee turbulence models were selected for
the purpose of addressing the differences in tiyutsi of each, with regard to modelling the
aerodynamic characteristics of airfoils. Each eftiiree models used in this analysis employ
the Boussinesq Approach to model the variatiornefReynolds stresses with the mean
velocity gradients, in the RANS equations. A fudlsdription of the Boussinesq hypothesis
can be found in reference [35]. An advantage & &ipproach is the small computational time
required to produce simulations as only a maximfitwo transport equations are ever
solved to model turbulent phenomena. This wasragw reason behind the selection of
these models. A transport equation describes therggon, accumulation and destruction of
transport phenomena (e.g. turbulent viscosity) Bpglying a conservation principal to the
transport process [24]. In the case of CFD, theisita develop a mathematical formulation
that will transport each creative and destructirbulent term into an algebraic equation at
each cell in the grid. This can then be applied tomplete grid to obtain a set of solvable

linear equations [24].

The models and the reasons for their selectiom@anediscussed.

1) Spalart-Allmaras Model

The Spalart-Allmaras model was chosen for thisymimbecause it was
specifically designed for low-Reynolds-number, apaxe applications involving
wall bounded flows, which is synonymous to the flover airfoils designed for
wind turbines. Additionally, it has been shown teeggood results for boundary
layers subjected to adverse pressure gradientsTB8]adverse pressure gradients
over airfoils and their contribution to flow sep@oa have already been discussed
in some detail irBection 3The model itself is fairly simple, comprising obae

equation model that solves a modelled transporatsmufor the kinematic eddy
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(turbulent) viscosity [28]. The kinematic eddy wisay describes the response of
a turbulent fluid to an external perturbation [38$. this is only a one equation
model, simulation times are reduced, which is amotbason for choosing this
model considering the time frame of this project.

The transported variable in the Spalart-Allmarasieha, defines the turbulent
kinematic viscosity out with the near-wall viscaffected region [28]. The

transport equation far is given below in Equation (19) [28].

2
0 ) 1|0 Oy Oy .
a(pV) + 6_xl (pvui) = G, + J_v la—x]{(ﬂ + ,OV) 6_x]} + Cpap <a—x]) l -Y, + S, — Equation (19)

2)

Here,G, is the production of turbulent viscosity aridis the destruction of
turbulent viscosity that occurs in the near-watjioe due to wall blocking and

viscous dampingr, andCy, are constants, arff} is a user defined term [28].

Standard ks Model

The standar#t-c model is a simple two equation turbulence modektisiolves
the turbulent velocity scales within a turbuletlvia the solution of two
independent transport equations [28]. The modephagen to be robust and
reasonably accurate for a wide range of turbulemtd, providing solutions over
relatively short simulation times in comparisorotber plus-two equation
turbulence models. As a relatively crude grid wsedufor this analysis, thee
model was chosen for its numerical stability aremsomable accuracy. The model
is also semi-empirical, meaning its constants wierézed from experiment in an
attempt to model the underlying physical phenontetand turbulent flows. With
a respect for empiricism and support for the vikat &ll scientific evidence
should be based, as much as possible, on evideatcean be observed through

experiment; this model was chosen as a personi@rpree.
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The transported variables in the model are theutartt kinetic energyk) and its
dissipation ratee]. Assumptions made in the derivation of the transpquations
for these variables are that the flow is fully twldnt, and the effects of molecular
viscosity are negligible [28]. For this reason, kkemodel is only valid for fully

turbulent flows.

The turbulent kinetic energl(, and its rate of dissipation,are obtained from the
Equations (20) and (21) [28]:

3 3 3 ok :
> (pk) + a—xi(pkul-) = o [(H + Z_,i)a_x, + Gy + G, — pe — Yy + S, - Equation (20)
and

0 0 0 0¢ 2 .
at (.08) + ax: (pgui) = ax: l(.u + %) E + Cle%(Gk + C3eGb) - CZSP% + S. — Equation (21)
l & Xj

xj

Here, G, represents the generation of turbulent kinetieggndue to the mean
velocity gradients and,, is the generation of turbulent kinetic energy tue
buoyancy [28]Y), represents the contribution of the fluctuatingiiln in
compressible turbulence to the overall dissipatada, and’; ., C,, and(C;, are
constants [28]o, and o, are the turbulent Prandtl numbers kpande andS;

andsS, are user defined source terms [28].

3) SST ke Model

The SSTk-w model is an amalgamation blending the robust andrate
formulation of the originak-w model in the near wall region with the free stream
independence of thee model in the far field [28]. It is similar to théamdardk-

o model, which incorporates modifications to #ae model for low Reynolds
numbers, but with a few modifications. The mostihte difference is the
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incorporation of a blending function which activatbaek- w model for flows in

the near-wall region and activates the transforlaecodel for flows in the
farfield [28]. As a result, the model becomes maxeurate and reliable for
modelling a wider class of flows, including thosghaadverse pressure gradients,
making it suitable for performing an analysis ofal characteristics. For this

reason the SSK-w model was chosen over the standarad model.

The transported variables in the model are theutar kinetic energylk and the
specific dissipation rated); these can be obtained from transport Equati®} (
and (23)

7]

B B ok .
> (pk) + a—xi(pkul-) = (I‘k 0_x]> + G — Y, + S — Equation (22)

and

] ) ] 0 .
a(pw) + a—xi(pa)ui) = (Fw a—;‘;) + G, —-Y, +S, — Equation (23)

xj

Here, G, represents the generation of turbulent kineticgndue to mean
velocity gradients an@,, represents the generationao{28]. Iy andrl’,, represent
the effective diffusivity ok andw, andY, andY,, represent the dissipation lof

andw due to turbulence [28}, andS, are user defined terms [28].

8.1.2.5 Step (5)

By carrying out a literature review of some otherks which focused on the modelling of

2D airfoil characteristics, a better understandifithe current state of the art was established.

The most notable areas of research and developrae in the field of mesh generation and

adaption. This appeared to be almost a whole diseip itself, with many journal papers

focussing on methods to reduce the computatiomed &nd effort required to produce the
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most accurate mesh and achieve grid independemiceinGependence is achieved when
further changes in the mesh size does not affecsdhution. The classic procedure for
determining the most accurate mesh is to perfomows test runs on different mesh sizes
and configurations until the solution converges gnd independence is achieved [37].
However, this can be quite labour intensive, witlicintime needed to make adjustments to
the grid and run new simulations. The followingdglines establish some recommendations,
provided by a review of current literature on haarhprove the accuracy of commercial

CFD codes, helping to also reduce the computatitimal and effort required to model airfoil

characteristics.
1) The Wally™* Criterion for Wall Bounded Turbulent Flows

The wally™ is a non-dimensional parameter commonly used imdary layer theory
and in defining the law of the wall [38], defineal fa wall bounded flow in Equation
(24) as:

yt = uv—y — Equation (24)

Whereu™ is the friction velocity¢* = /%‘”), y is the distance to the nearest wall and

v is the kinematic viscosity of the fluid. The ladtbe wall describes the velocity
profile near a solid wall surface, stating that @average velocity/ of a turbulent flow
can be described in terms of the shear stresg atiffiacer,,, the distance to the
nearest waly, the fluid density and the molecular viscosit{38]. The law of the

wall is defined in Equation (25) as:

Ut = %ln y* + C* — Equation (25)
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WhereU* is the average velocity made dimensionless byrtbidn velocity, k is the

Karman constant an@* is a constant determined from experiment.

The turbulence models in CFD deal with flow in teundary layer (near-wall
region), which is divided into an inner and outgion. The inner region can be
divided further into a laminar (viscous) sub laged a fully turbulent region [39]. In
the fully turbulent regiony(* > 30) the dimensionless mean velocity is goveined
the law of the wall. In the viscous sub laygf (< 5) the variation o/ * to y* is 1.1
such thaty* = y* [38]. The log-linear relationship between the mdamensionless
velocity and the waly* in the inner region of the boundary layer is shawRigure
[29].

inner region

&
Y

1
Ut = E.?:n,g.ﬁ‘+ ct

S~

Fully turbulant
or log law
region

Y

yt=3 vy =30 In vt

Figure 29 — Log — linear relationshipsiithe inner region of the boundary layer

In CFDy™ is the non-dimensional distance from the walhi® ¢entroid of the first
adjacent grid cells. The accuracy of using eaduence model in CFD has been
shown in many studies to be dependent on thew¥allalues. A recent study entitled

“Wall y* Strategy for Dealing with Wall-bounded Turbuletws” [37] set out to
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2)

establish a set of guidelines for selecting the@mpate grid configuration and
corresponding turbulence models for modelling wallinded turbulent flows in
FLUENT. It concluded that depending on the choiceall treatment used, be it near
(S-A, k- models) or standard kmodel) careful consideration must be made over
the determination of the first grid point from tivall [37]. Near wall treatment should
be applied when the flow characteristics in theois sub layer need to be captured
[40] e.g. for low Reynolds number flows. The Spakdimaras and ks models
employ near wall treatment and are designed t@pkeal throughout the boundary
layer. The accuracy of using these models candreased by ensuring the first grid
points from the wall are in the viscous sub layer € 5), to ensure flow behaviour in
this region is captured during the computationg.[S7andard wall functions may be
used when there is little variation in the flowakegion until the log law region is
reached, e.g. high Reynolds number flows [40]. RHaemodel approximates the log
law region coupled with standard wall functionspproximate the viscous sub layer.
This was therefore shown to work best when the adjthcent cells are in the log law
region (/™ > 30) [37]. The accuracy of using this model wasven to reduce when
the wall adjacent cells were resolved in the viscewb layer or blending regiop*( <

30), as here the law of the wall becomes invalif].[3

This study highlighted the importance of applyihg proper levels of near wall grid
refinement when using a particular turbulence maggldoing so, a more accurate
solution was proven to be possible. By adopting thethod from the outset,
computational time and effort may be saved in &ameshing required to achieve a
converged solution using the classical procedure.

Grid Adaption Criterion for the Wake of Wind TurbiAirfoil Flows

When modelling the characteristics of wind turbéméoils using a structured C-grid,
special care must be taken when meshing the wajkenref the grid. This point was
raised and addressed in the recent study condattad University of Glasgow
entitled “CFD Modelling of Wind Turbine Airfoil Chacteristics” [41]. It described

the limitations in using a straight cut C-mesh {&nto the mesh generated in stage
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2) to model the wake of wind turbine airfoils,tstg that this “may introduce
unacceptable under-resolution of the wake” [41} dsue here is that most wind
turbine airfoils (particularly those employed at ttoot) have a non-symmetric profile
and a sharp and cambered trailing edge; this eesuthe lower side becoming
concaved [41]. This is particularly synonymous wvitie Du91-W2-250 airfoil. A
consequence of this is a modified wake distribuiitooomparison to more symmetric
airfoils like the NACA 4412 used in the Cornel tu&b. In the paper it was noted that
for highly non-symmetric airfoils, the orientatiohthe wake was synonymous to the
airfoil angle of attack [41]. This is in stark coedt to most recommended mesh
configurations which refine a region behind théagiparallel to the trailing edge in
order to capture the flow gradients in the wakasType of configuration is applied

for the base-line mesh in this analysis.

The paper suggests that to improve the wake résolaf a C-mesh used for the CFD
analysis of a wind turbine airfoil, any of the fmNing three methods could be
adopted:

a) Increase the refinement in the wake region
b) Adapt the geometry of the grid in the wake regmiihe wake, or
c) A combination of both actions

From a RANS solution, the forces on an airfoil gs@FD are determined from the
velocity field in the boundary layer and the waltesrefore, the accuracy of computed
values should be improved by adapting the resaiudica structured C-mesh in the

region of the wake [41].

8.1.2.6 - Step (6)

In order to put these recommendations into pracéicaesh adaption method was developed,
which aimed to adapt the base-line meshes tg thend wake resolution criterions. To
guantify the impact that varying the near wall arake resolutions may have on the
aerodynamic forces computed with the standard neesimple mesh test was developed.
The test was carried out on the Du91-W2-250 aidbd Reynolds number of 500,000 for
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each of the three selected turbulence models,avange of increasing angles of attack to
test their conformity to the modifications made ring the test, no comparison was made

between the performances of each turbulence model.

Grid Adaption Method and Mesh Test

Grid adaption was performed in FLUENT using thepadanction. This allows you to refine
or coarsen cells on a predetermined mesh genaera@AMBIT, without having to alter the
mesh geometry. Having limited experience with thiévgare, this convenient method was
originally adopted in order to save computatiomaktand effort. Using this technique altered

the overall number of nodes for the given mesh gagom

The base-line mesh was first loaded into FLUENT tedsolution method was defined.

Important details of the solution method are sunisedrbelow.

» Pressure based solver, steady formulation
» Absolute criteria for residuals set to 0.0001
* Pressure velocity coupling set to SIMPLE
» Discretization methods:
0 Pressure setto PRESTO
o0 Momentum set to Second Order Upwind

o0 Turbulent Viscosity set to Second Order Upwind

The velocity inlet boundary conditions were defiiedeach simulation from on the
Reynolds number and the angle of attack, whichedrigpm -3 to 18 degrees at 3 degree
incriminations. In the Reynolds number formulatitte density of air was taken as 1.225
kg/m?3 and the freestream dynamic viscosity was takehz895e-05ms . Simulations

were then run for a maximum of 2000 iterationsIuhg solutions converged. The computed
aerodynamic forces could then be converted taiitt drag coefficients using the conversion
described irBection 3.22.

Using the Yplus adapt function, the original gridsathen adapted to tly€ criterion which

is reinstated as:
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e Spalart-Allmaras and SSTd- (y* < 5)
e k-¢ (30 <y* <300)
*note for ke y* < 300 to avoid applying the log law in the outegion

where it becomes invalid [37]

To illustrate this process, Figure [30] displays triginal mesh, and the adapted mesh at the

airfoil leading edge, for a simulation set up uding Spalart-Allmaras model.

Figure 30 — Original mesh (left) and adapted to y<riterion mesh (right)

Here we can see cells added close to the airfdhoe at the leading edge, chosen for
illustrative purposes. Additional cells would haxeen added over the entire airfoil surface.
For the Spalart-Allmaras model it is desirable avencells in the viscous sub layer, hence the
strong refinement in this region. This process peformed on the original cases and new
simulations were run over the same range of Aoduantify the impact on the computed

aerodynamic forces

To determine the behaviour of the wake and a mefioaldapting the grid to the wake
region, contour plots of turbulent viscosity weralysed at each AoA. Figure [31] shows
two contour plots of the airfoil at 6 and 12 degrés illustrative purposes. Here it can be
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observed that the wake does not lie in the refregtbn behind the airfoil but at an angle,
similar to that of the AoA, within a region of cearand low resolution cells. In this
configuration, the resolution of the cells in thak& may not be high enough to capture the
high gradients within this turbulent region of tk@v, rendering the solution inaccurate. To
remedy this, the Iso-value adapt function in FLUEN3s employed to refine the cells in the
region of the wake. This allows you to adapt ceilhin or outwith a selected range of
values, in this case, Iso-values of modified tuebtiviscosity ;12 /s) were employed. In
Figure [31], the red area shows the selected tmlladaption for the two chosen AoA. It can
be seen that these match the region of the wakeensim Figure [30]. The grid could then be
adapted producing the meshes shown in Figure J31.grids previously adapted to the
y*criterion were each adapted using this method @dnesh test was reproduced to

guantify its impact on the computed aerodynamicder

Figure 31 — Contour plots of turbulent viscosity atr = 6° (left) and 12° (right)
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Figure 31 — Selected cells for refinement using Is@lues of modified turbulent viscosity technique

Figure 32 — Wake adapted grids att = 6° and 12°

8.1.2.7 - Step (7)

An analysis of the results from the grid adaptiod enesh test was then performed to
establish the best practice for performing largdessimulations over a wider range of AoA,
and at other Reynolds numbers for both the Du912B8@2-and NACA-64418 airfoils. The
results from the test are presente€hapter 9 — Results and Discussienom this analysis,
it was confirmed that by adapting the mesh toytheriterion and in the region of the wake,
accuracy could be improved; therefore, this methad adopted for the next stage of

simulations.
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8.1.2.8 - Step (8)

One issue which became evident when running thalatians for the mesh test was the time
it took to set up each solution in FLUENT when svrfA was to be analysed. This

required user inputs to redefine the velocity iclenditions and reinitialise the flow. The

next stage of the process involved producing sitiaria over a wider range of AoA, at more
Reynolds numbers and for both airfoils. This das#s wequired to reproduce the experimental
polars of the two airfoils, ranging from -14 to @égrees. Having to physically input the new
boundary conditions at each alpha increment, pegbadarge issue in terms of the

computational time and effort it would require tmrthese simulations.

One benefit of FLUENT is that it has a text uséeiface (TUI) which allows scripts, or
journal files to be run through it, negating thedéor human inputs to the GUI. By
generating a script, a full set of simulations barset up in FLUENT, initialised and run
without having to physically re-set the boundarpditions, initialise the flow and re-run the
simulation each time a new Ao0A is analysed. Thisho@ was adopted, and a script was
produced which mirrored the inputs used in the mestto set up the solution and adapt the
grid. In order to simulate a range of AoA, a Mattalale was produced to generate a script
which ran simulations for a user inputted AoA raage Reynolds number, and outputted the
airfoil characteristics (forces, moments, presslis&ibutions) to a file after each run. The
code is displayed iAppendix 3

The benefits of having this tool were unprecedentég main benefit being the time and
effort saved in running multiple simulations. Alfgét of simulations could be run over night,
with the airfoil characteristics at each AoA outedtto a desired location for analysis the

next day.
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8.1.2.9 - Step (9)

With a method set up for grid adaption and perfogrsimulations, the next stage compared
the performance of the three selected turbulenadetador modelling airfoil characteristics.
A full set of polars was produced for each airfditwo Reynolds numbers and compared
against those produced by experiment, XFLR5 andIRH&¥essure distributions were
generated over the AoA range and at the Reynoldwats given in the experimental data. A

full analysis is presented Bection 9- Results and Discussion

8.1.2.10 Step (10)

The performance of the three turbulence modelswagsed and although distinct
improvements were made using the grid adaptiomigales, discrepancies remained
between the CFD computations and the experimeatal @ne potential cause of concern
was the large discontinuous variations in cell siegiveen the wake adapted region and the

freestream region of the mesh. This is highlighiekbw in Figure [33].

Figure 33 — Grid plot highlighting discontinuitiesin cell size within wake adapted region
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Large discontinuous variations in cell size cartal@se a solution and reduce its accuracy
and hence, is an unfavourable outcome when gengnaieshes. To remedy this, and to
potentially capture more detailed flow behaviourefined mesh was generated. The original
coarse mesh with 18,183 nodes was redefined anebised to 404,736 nodes, with particular
refinement made within the wall bounded and wakgores of the flow. With the knowledge
of how the wake behaves with respect to AoA, themgeometry was specifically defined to
increase the resolution in this region. Figure [§4dws an example of the new refined mesh

ato = 5°,

Figure 34 — Refined mesh aix = 6°

In comparison to the original coarse mesh, the mesh is visibly more refined, with the
average cell size considerably smaller. The regwolwtithin the region of the wake and

airfoil surface is particularly high in an attentptbetter capture the changing gradients of the
flow properties. The cell size changes betweemwtlee and the freestream region are more

smooth and continuous; alleviating the old issweb with the original grid adapted mesh.
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The time taken to generate a mesh of this sizequ#s considerable. As the inclination of
the wake varies with AoA, a separate mesh is reduor each chosen interval. Lift and drag
data at AoA’s ranging from -14:2:30° is the minimugquired to justify their use in BEM,;
therefore, requiring in the region of 20 separagsifiles. To do these individually would
take a considerable amount of computational tinteedfort. Like FLUENT, GAMBIT has a
TUI which allows you to run script files through iitegating the need for human inputs into
the GUI. The benefit being that once a script igtem; it can be modified and reused to
generate other mesh files.

To reduce computational time and effort, a scrips\generated which created the refined
meshes in GAMBIT for a user specified AoA rangettWhe assistance of Tom McCombes,
a Matlab code was written which repeatedly redefitne geometry of the wake affected
region, whilst holding the remaining mesh geometgstant. This tool was used to create a
script which could be run through GAMBIT in onetisi) to generate and store multiple
mesh files of a varying geometry. These files cabkh be called in the script used for
initialising simulations in FLUENT to define therfail characteristics at each AoA. Figure

[35] displays examples of meshes created at thspective AoA.
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Figure 35 — Meshes atr = -5°, 5°, 10° and 15° highlighting movement of thwake region (top left to bottom right)

The intention was to run these meshes through FMD®&ith the three turbulence models

and witness the impact of using a more refined noesthe produced airfoil characteristics.
Running a full set of simulations with such a refirset of meshes ended up taking over three
days. After the first set of simulations, the falilag analysis highlighted some severe
discontinuity within the results, and an error gpstted in the simulation set up. This meant
redefining the solution method and carrying outHer simulations. Unfortunately, as this
method was not adopted until the latter stagekeptoject, time and resources became
unavailable to achieve a full set of airfoil chaeaistics using the refined mesh.

Consequently there is no inclusion of any resultdiscussion from using this method within
this report.
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8.2 — Methodology — BEM analysis

The experimental and computed lift and drag datee e&ported from EXCEL and placed
into a matrix within the BEM code, as illustratedrigure [36]. Plots of power and thrust
coefficient versus tip speed ratio were developedfselected set of computed results and

compared to those produced by experiment.

tdata(:,2) = datal(:,;2) - dataiend,2);
Bt = max(datal:,111; % Tip radius
BEh = min(datal:,111; % Root radius

BEradius = repwat (linspace (BRh,BRt,nr) N3, 1);

theta = degiZradith0 + interplidatai:,1l),datai:,2),EBEradius, 'cubic', 'extrap')i;
chord = interplidata(:,1),data(:,3),BEradius, 'cukbic', 'extrap'l;
sigma = W.*chord./ (2*pi.*BEradius);

% Inputs: Foil Data

blod = [-32.25 -0.802 0.64090

-31.25 -0.761 0.59723

-30.25 -0.726 0.55935

-29.26 -0.689 0.52291

-28.26 -0.641 0.48115

-27.26 -0.589 0.43947

-25.26 -0.511 0.37711

-23.26 -0.501 0.34593

F21.25 -0.449 0.27766

-20.79  -0.962 0.12951

-20.29 -0.952 0.12478

F19.29  -0.962 0.112Z36

-18.29 -0.956 0.09763

Figure 36 — Location of the airfoil lift and drag ccefficients in the BEM code

The turbine geometry chosen for this analysis vea®t on the model turbine developed for
the NREL Unsteady Aerodynamics Experiment (UAE)iclhihs documented in reference
[42]. It would have been desirable to use the gennod the Mexico model, yet information
regarding the twist distribution of the blades wasvailable.

The NREL model was a 10m diameter horizontal-aesearch wind turbine, tested in a wind
tunnel similar to that of the Mexico project. Orfelte aims of the Mexico project was to
supplement the work previously done by NREL,; th®Dv2-250 airfoil is very similar to
the S809 used by NREL on the UAE model. For theasan, the UAE model geometry was

used in this analysis.
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Chapter 9

Results and Discussion

In this chapter the most significant results frdma project are presented and discussed. For
the 2D analysis of the airfoil characteristicsuiesare presented in graphical form and in
tabular form for a selected range of values. Canptats of velocity magnitude are also
included to help describe the behaviour of the feowl its impact on the computed lift and

drag coefficients.

9.1 — 2D Airfoil Analysis

9.1.1 — Mesh — Test

The results of the test applied to determine thgaich of adapting the base line mesh,
generated for use in the CFD solver FLUENT, tordfmmmendations made within the
review of literature irSection 8.1.2are displayed and discussed in this section. Ctedpu
results are displayed for the Du91-W2-250 airfoiRa = 500,000 using the Spalart-Allmaras
turbulence model as the viscous solver in FLUENT.

9.1.1.1 — Results

Table [3] displays a comparison between the contpate experimental lift and drag
coefficients over a range of angles of attack u#liregbase line mesh. A % error is also
calculated to determine the deviation from expentusing the CFD solver. Table [4]
displays the same results set for the base lind méspted to the y+ criterion. Table [5]
displays the results set for the base line mesptaddo both the y+ and the wake resolution
criterions. Figure [37] displays the experimentad @omputed lift and drag polars to

highlight the impact on performance of using ea@sinconfiguration. Mesh 1 is the base
line, Mesh 2 is the base line adapted to the yemon and Mesh 3 is the base line adapted to

both the y+ and wake resolution criterions.
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Alpha (°) | CI Exp % error |Cd Exp % error

-3 0.045 -0.0224 | 49.66 0.027 0.0073 72.39

0 0.409 0.346 15.44 0.023 0.0047 79.20

3 0.756 0.711 5.93 0.024 0.0106 55.40

6 1.048 1.033 1.49 0.029 0.0095 67.16

9 1.244 1.391 11.78 0.042 0.0173 58.61

12 1.276 1.416 10.96 0.086 0.0234 72.65

15 1.136 1.278 12.42 1.331 0.0884 33.55

18 1.103° 1.200 8.78 0.199 0.1246 37.34

Table 3 — Experimental and computed lift and drag cefficients — Base line mesh

Alpha (°) | ClI Exp % error |Cd Exp % error

-3 0.045 -0.0224 | 54.28 0.021 0.0073 65.51

0 0.404 0.346 14.44 0.020 0.0047 76.75

3 0.734 0.711 3.036 0.022 0.0106 51.65

6 1.0329 1.033 0.02 0.026 0.0095 63.51

9 1.280 1.391 8.64 0.034 0.0173 48.97

12 1.462 1.416 3.10 0.057 0.0234 58.97

15 1.499 1.278 14.75 0.103 0.0884 13.94

18 1.395 1.200 13.97 0.144 0.1246 13.53
Table 4 — Experimental and computed lift and drag cefficients — y+ adapted mesh

Alpha (°) | ClI Exp % error |Cd Exp % error

-3 0.049 -0.0224 | 54.29 0.022 0.0073 65.94

0 0.411 0.346 15.89 0.020 0.0047 76.02

3 0.742 0.711 4.10 0.021 0.0106 49.75

6 1.068 1.033 3.27 0.025 0.0095 61.79

9 1.271 1.391 7.22 0.034 0.0173 49.63

12 1.460 1.416 2.99 0.048 0.0234 51.21

15 1.376 1.278 7.15 0.086 0.0884 2.59

18 1.301 1.200 7.75 0.125 0.1246 5.97

Table 5 — Experimental and computed lift and drag cefficients — y+ & wake adapted mesh
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9.1.1.2 - Discussion

Using Mesh 1, the errors in the computed drag waluere considerably larger than those
computed for lift, as shown in Table [3]. The maxmerror incl was half of the minimum
error incd; errors in drag coefficient ranged from 33.5 -2¥8 whilst errors in lift
coefficient only ranged from 1.5 — 15.3 % (with #eception of an error of 50% in the
prediction of thecl ata = 3°). In the prediction ofd, the deviations from the experimental
values were largest during the lift curve slope e at stall between valuesao&

—3 and12°. The errors reduced by around half during the ptdtregime at AoA above

a = 12°. Within the predicted values of, in some cases, the errors within the post stall
regime were around 10% higher than those predaiteidg the lift curve slope. Despite a
recovery atx = 18°, in general the CFD solver was more apt at predjdhe lift curve slope

than the stall and post stall regime using Meshhis can be seen in Figure [37] below.

e £ ———Eap
zoopy ClwsaAlgha 0 035009 En1
Boleechy 2 Boleechy 2
e Mfimsh 3 i s 3
1.5094 =
cl
1-.0000—
L5000
g-afoo ; . . | :
-5.00 0.00 500 1000 1500 2000 5 0 5 10 15 20
2.50049 Alpha Alpha

Figure 37 — Mesh test lift and drag polars

Comparing the results of Mesh 2 in Table [4] to Mé&sacross the entire range of values
there is an improvement in the predictiorcdf particularly during the post stall regime were
the error has reduced by half. The predictionlah general has improved, particularly
around stall¢ = 11°); however, atr = 15° and above the error has in fact increased when
moving from Mesh 1 to the refined Mesh 2. Figuré][@8early displays the vast

improvement in the prediction otl in the stall and post stall regime when adoptiresm?2

92



over Mesh 1. In fact, the prediction @t over this range has become more accurate than the
prediction ofcl, which is in stark contrast to the trend seereresults for Mesh 1. Figure
[37] highlights this showing that although the potidn of cl has improved in the lead up to
stall, the performance of the solver has declingtihd the post stall regime. However, in
general it can be still said that the solver exhilsast improved characteristics when

predictingcl overcd

Now comparing the results of Mesh 3 in Table [SMesh 2 and Mesh 1, again there is an
improvement in the prediction otl across the range of values. The improvement imaga
most pronounced during the post stall regime. ®hisghlighted in Figure [37] where the
computed results using Mesh 3 correlate extremelywith the experimental data over this
range of values. The predictionadfhas improved during the stall and post stall reginyet
there is a slight decrease in performance duringesealues within the lift curve slope.
Despite these deviations, Figure [37] shows howawed the correlation with the

experimental data becomes when using Mesh 3 oveh&4e2 and 1.

9.1.1.3 - Analysis

The results from the Mesh Test provide conclusidence to show, that by adhering to the
two applied mesh adaption techniques, an improvémehe accuracy of the calculated lift

and drag coefficients can be achieved when usidg@ solver.

By adapting the base line mesh (Mesh 1) to theriyeron to create Mesh 2, a distinct
improvement was made in the calculatiortbfThis was more pronounced within the lead
up to stall and around stall in comparison to thelirve slope. The y+ criterion is used to
refine cells in the viscous sub layer, where tbevftharacteristics are largely influenced by
viscous effects. During the lift curve slope, ttenfis almost entirely inviscid therefore
refinement in this area has less of an impact err¢lults; however, improvements in
computed values were observed which may be atédbiat the increased resolution of the
cells providing a more accurate representatiomeflow. In contrast, at higher AoA where
the airfoil approaches stall, the effects of visiyosecome more pronounced and are the
main contributors to flow separation. Flow sepamatreates a modified lift distribution
which is the main contributor to the generatiotifafBy refining the cells in the viscous sub
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layer, the impact of these viscous effects on #leutated lift force could be better resolved
within the solution. The calculation ofl was shown to improve across the entire range of
values when using Mesh 2. The drag force on anibisfinfluenced by both skin friction
effects and flow separation therefore viscosity tilve more of an impact on its magnitude.
Adapting to the y+ criterion is particularly bereél for the prediction of drag. In the post
stall regime where viscous effects become incrghsjpronounced the prediction off was

shown to dramatically improve using the y+ adaphesh.

Refining cells in the region of the wake within tinesh adapted to the y+ criterion provided
further improvements in the accuracy of the comghlifeand drag coefficients. The
turbulent wake downstream from an airfoil signifitdg reduces lift. By increasing the
resolution of the cells in the wake, the calculatdcl reduced further towards its
experimental value at high AoA where the impadhefwake becomes more pronounced.
The large region of turbulent, recirculating floveated by the wake also increases the
pressure drag experienced by an airfoil, influegd¢ire magnitude of the total drag force. The
calculated values afl were again improved by adapting to the wake aoiterproviding

further evidence to warrant the application of teishnique. As will be seen in some of the
following contour plots, the wake region within theximity of an airfoils surface becomes
larger as the AoA increases; this may accountferconsiderable improvement in computed

cd values during the post stall regime.

The mesh test was carried for both thedad SST ke turbulence models to check their
conformity to the trends observed in the aboveltgs8imilar behaviour was recorded and as
a result the mesh adapted to both the y+ and wesdadution criterions was chosen as the new

base line mesh for any further simulations usin@CF
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9.1.2 — Du91-W2-250

9.1.2.1 - Results

The computed results for the Du91-W2-250 airfod presented in this section and compared

to those acquired via experiment. Figures [4.8.6) in Appendix 4isplay the lift, drag and

moment polars from the experimental data and thesponding computed results using the

two airfoil analysis and design codes and the thudmulence models used in FLUENT.

Table [6] displays a select number of lift and dcagfficients in tabular form taken from the
results set at Re = 500,000.

I Cd

Alpha ©
(o) EXP XFLR5 | RFOIL | S-A k-w k-e EXP XFLR5 RFOIL S-A k-w k-e
0

0.346| 0.423 | 0.388 | 0.365| 0.361 | 0.323 0.0047 | 0.0122| 0.0118| 0.0203 | 0.0468| 0.0872
7

1.156| 1.227 | 1.097 | 1.151| 1.149 | 0.897 0.0116 | 0.0149| 0.0142| 0.0298 | 0.0701| 0.1355
11

1.492| 1.435 | 1.236 | 1.465| 1.428 | 1.117 0.0175 | 0.0252| 0.0276| 0.0443 | 0.0823| 0.1711
18

1.197| 1.337 | 0.977 | 1.358| 1.150 | 1.289 0.1413 | 0.1131| 0.1240| 0.1326 | 0.1843| 0.2841

Table 6 — Experimental and computed lift and drag cefficients — Du91-W2-250 (Re = 500,000)
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9.1.2.2 — Discussion

Considering first Re = 500,000: on first inspectadrihe lift polars in Figure [4.1Appendix
4, the two airfoil design and analysis design coddd,R&5 and RFOIL both predict the lift
curve sloped¢ = —12° to 1C) reasonably well. However, in the lead up to stallues
predicted by RFOIL begin to deviate away from tkpezimental data leading to an under
prediction ofcl max. Experimentallycl max = 1.494 recorded atr = 10.81°. Although
RFOIL under predictedl max it did predict its occurrence fairly well, estinmgg cl max to
be 1.289 atr = 10°. XFLR5 exhibited better pre stall and stall ch&dstics, estimating

cl max = 1.454 ata = 10°. Post stall behaviour in the lift coefficient watsfirst very well
predicted by XFLR5. An example of which is showrnTable [6] where the error in the
computed value at = 11° is only 3%; however, above= 13°, XFLR5 tended to over
predict experimental values with predominant eradrs 12% in the data, as shown at

a = 18° in Table [6]. The post stall regime was in generader estimated by RFOIL.

Of the three turbulence models tested in FLUEN®,3PA and SST k models produced
the best agreement with the experimental datattreefull lift polar at Re = 500,000. The
gradient of the lift curve slope was fairly welleglicted with both of these models, matching
that of RFOIL (with exception to a few resultssa& —8°). In a similar fashion to RFOIL,
the two models began to under predicin the lead up to stall, more so in the SS& k-
model; however, the deviation from experiment aelpulted in a modified curve shape with
the calculation of the magnitude dfmax well executed. The S-A model estimated

cl max = 1.495° and the SST ko predicteccl max = 1.458°. As a result of the modified
curve shape the occurrencecdbinax was delayed in both casesate= 12°.The modelling

of the post stall regime using the two models wésaily of a similar standard to that of
XFLR5 and an improvement on RFOIL. &t> 20° both models exhibited improved
performance over that of XFLR5. The worst perforgnomputational method was the k-
model used in FLUENT. The gradient of the lift ceislope was too shallow leading to an
under prediction ofl max and an over prediction of its occurrence, witlnax = 1.33 at

a = 22°.

Looking at the drag polars in Figure [4&ppendix 4again at Re = 500,000, of the five
computational methods analysed, the computed dataXFLR5 and RFOIL during the pre
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stall regime ¢ = —12° to 10) correlates best with the experimental data. Thezanarginal
differences between the performances of the twoaade seen at = 0° and7° in Table

[6]. The best performing turbulence model in FLUENring the pre stall regime was the S-
A model, with the ke providing the poorest correlation with the expeantal data. At stall,

the two airfoil design and analysis codes contitmugroduce the most accurate predictions of
cd, with the previous trend continuing in the perfammoe of the three turbulence models. In
the latter stages of the post stall regime, between14° and 30, XFLR5 and RFOIL under
predict the experimental data, and their perforrearegin to deteriorate. In this regime, the
S-A model provides the closets correlation to tkgeeimental data, mapping the sharp
changes in the gradients of the curve fairly wHlle SST ko model over predicts the

gradient of the curve after = 17°, leading to highly over estimated valuesdf

The moment polars in Figure [4.8ppendix 4show a fairly good correlation between the
experimental data and those produced by XFLR5 &@IR, with XFLR5 providing the
closest match of the two. In stark contrast, thansgroduced by the three turbulence
models are considerably inaccurate and do not fgleeiimose of a common moment curve

for an airfoil.

Now considering the same results set at Re = 10000pbserving the lift curve slopes in
Figure [4.4]Appendix 4XFLR5 continues to provide the best estimate oflitheurve slope
out of the five computational methods. The perfarogaof XFLR5 in general is very good,
providing a good estimate of the valuecbinax and the AoA at which it occurs.
Experimentallycl max = 1.408 recorded atr = 9.33°. XFLR5 predictsl max with an

error of only 0.28% to b&.412 ata = 10°. However, its prediction of the post stall regime
is too gentle in comparison to experimental datzene at first a steep negative gradient is
witnessed after stall. The performance of RFOImisgch the same with fairly good
correlation to the lift curve slope, yet still ander estimation ofl values in the lead up to
stall, stall and the post stall regime; howeveg, éirors in these values are reduced at the
higher Reynolds number. Unfortunately, experimedéh beyond = 22° was unavailable,
but looking at the trend of the graph, it appehat RFOIL may of under predicted the latter
stages of the post stall regime by not that muatomparison to the other models. Again, out
of the three turbulence models analysed, the SEASSIT kee models in general provided the

best estimation of the lift curve slope, with thé $nodel providing the most accurate
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representation of the lead up to stall. HowevelpwtAoA (o < 6°) errors incl were highest
in the predictions made by the S-A model. Both n®dgain reasonably predict the value of
cl max but in a similar fashion to before, they over peethe angle at which it occurs. The
post stall regime is not as well mapped by both eoh comparison to the curves at the
lower Reynolds number. The SSTokmodel encountered convergence issues at high AoA
when running simulations, producing extreme irragties in the results. Consequently,
these results were omitted from the analysis. Tduwrgst representation of the experimental
data is again provided by thesknodel used in FLUENT, with a similar under estienat

the gradient of the lift curve slope and a congiilr over estimate @f max and the angle

at which it occurs.

The behaviour witnessed within the drag polarsigufe [4.5],Appendix 4s similar to that
witnessed at the lower Reynolds number. XFLR5 aR@R continue to provide the best
estimate otd prior to stall with the S-A model producing thestst correlation, and thegk-
providing the poorest out of the three turbulencelets analysed in FLUENT. The
deviations from the experimental data using FLUENAy seem more extreme at the higher
Reynolds number but this is due to the smalleresaaéd on the graph. The post stall
behaviour is much the same with the S-A model gliog the closest estimates. It can be
seen in this graph that RFOIL actually exhibitddrgperformance in the early stages of the
post stall regime compared to XFLRS5. This trenkikisly to of continued if more

experimental data was available for comparison.

In Figure [4.6],Appendix 4he moment curve is fairly well predicted againthg two airfoil
design and analysis codes, with XFLR5 providingdlosest correlation. The curves
predicted by FLUENT are yet again significantly ejpresentative of their experimental

counterpart.

9.1.2.2 — Analysis

To help describe the underlying reasons behindétaviour of the polars produced for the
Du91-W2-250 by computational methods; Figure [38plhys pressure distributions at AcA
intervals representative of those chosen for theltsed data in Table [6]. These are for a

Reynolds number of 500,000 in order to make dimmnparisons to those provided by
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experiment in Figure [39]. This should especiallpoypde a good insight into the
discrepancies in the lift polars as the lift foisealmost entirely defined by the pressure
distribution. Contour plots of velocity magnitudetlaese incident values are also included to
analyse the differences between the solutions geavby three turbulence models used in the
CFD solver, FLUENT.
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Figure 38 — Computed Du91-W2-250 pressure distribigns (Re = 500,000)

For Re = 500,000, XFLR5 was shown to predict thieclirve slope and corresponding values of drag
very well. It also made a reasonable estimate@fihgnitude and occurrencecdinax. In the post

stall regime, the errors in the predicted valuesl @ndcd were at first small before increasing at
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higher AoA, where the code overestimatédalues and underestimated values, deduced via
experiment. Looking at the pressure distributioregicted by XFLR5, they are almost identical to
those predicted by RFOIL during the lift curve g = 0° and 7°. RFOIL was also shown to
provide a good estimate of the lift curve slopeeyhlso match those deduced by experiment fairly
well, giving explanation to the well predictetivalues during this inviscid regime. &t= 0°, the
magnitude of the maximum suction pressur€xfmax), and the occurrence of mild transition on both
the upper and lower surfaces, and its locationgatbe chord, are relatively well predicted by XFLR5
and RFOIL. Ata = 7°, —Cpmax is again well predicted; however, the locatiorha transition points
are delayed in comparison to that predicted by ex@st. The subsequent adverse pressure gradients
are also stronger than their experimental counterpet the flow remains attached, recovering to
above ambient pressure at the trailing edge. Asualt; the predictions @il are not affected,

matching that of experiment very well.
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Figure 39 — Pressure didtritions - Du91-W2-250 (Re =500,000)

At a = 11°, the flow becomes separatedc@t ~ 0.75 in the experimental data. This is well prestic
by XFLR5, after a good estimate e’pmax, the transition point and the severity of the sgjent
adverse pressure gradients. As a result, the peafuce of XFLR5 in predicting the valuesadiin

stall and the post stall regime is very good. Asgds heavily influenced by viscous flow and the
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increased pressure drag created by the turbulpataed wake, the accurate prediction of the
separated region also contributes to a good prediof cd. Consequently, the occurrence and
magnitude of the nose down pitching moment at &allell estimated as a result of a good prediction
of both the lift and drag forces present on théoair RFOIL however, under predict$ max and the
post stall regime. Looking at the pressure distridyuata = 11°, the flow appears to be more
developed towards a fully turbulent regime in corgma to that portrayed in the experimental data.
—Cpmax is under predicted and the adverse pressure gtadmlowing transition are more severe.
As a result, around 5% more of the flow over uppeface appears to be separated. This premature
development of the flow may explain the under pr#aln of cl values during and after stall, as the

flow was estimated to break from the inviscid regitoo early.

Unfortunately, no experimental data was availabteafpressure distribution at= 18°. However,
looking at the pressure distributions in Figure] [88this AoA, they highlight how more advanced the
results produced by RFOIL are towards a fully sthtate than those produced by XFLR5. The flat
bar of pressure, indicating the separated regianasnd 10% larger, indicating a larger region of
turbulent recirculating flow. Looking at the tabidd results, RFOIL actually exhibits better
performance characteristics at this AoA than XFLR®ay be that the actual flow suddenly
developed faster towards a fully stalled staterath initial slow development, which was at first
predicted well by XFLR5, however was mapped poatlitigher AOA which lead to over predictions

of cl.

Comparing the results of the three turbulence nsodséd in the CFD solver FLUENT, the S-A model
and SST ke produced the best estimate of the lift curve slopea par with that of RFOIL. Thek-

model produced the poorest correlation. Lookinthatpressure distributions at= 0°, the S-A and

SST k-o models both predict the magnitude and the occoeref- Cpmax. The shape of the

pressure distributions is not too dissimilar to exment; therefore the state of the flow has been

modelled quite well. The plot from theskmodel under predicts Cpmax, suggesting that the flow is
lagged in comparison to the experimental data,liglgting a possible reason behind the under
prediction of the lift curve slope. The model atsedictsCp to be > 1 at the leading edge, which is
highly inaccurate as a value of 1 should be preserd to indicate a stagnation point and the looati
of the maximum static pressure. This may also dmuti to an inaccurate solution. It is not evidént
the transition points on upper and lower surfa@geltbeen identified by either of the models. Oselo

inspection of the contour plots in Figure [40],rhedoes seem to be s small region close to tHagai
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edge on the lower surface where the velocity magdeitaipproaches zero (Dark Blue indicates zero
velocity, dark red indicates maximum velocity). Téfere, this slow in the flow may have been
triggered by mild transition, yet this is unappar@rthe pressure distribution. At this stageldittan
be drawn from the contour plots as there is minisngth of any separation affecting the flow.

k-g k- 5-A

Figure 40 — Contour plots of velocity magnitude att = 0° — Du91-W2-250 (Re = 500,000)

At a =7° the S-A produces an excellent correlation with #twerimental data. The
magnitude of- Cpmax and the location of the transition point are botbdelled very well
and to a better degree than both XFLR5 and RFQilgdneral, the shape of the pressure
distribution is within a good agreement with theoesimental data. As a result, the estimate
of cl is the most accurate out of the five computationathods tested. Despite providing a
good estimate ofl, the pressure distribution produced by the SSi rkedel is not in good
agreement with that produced by experiment. Inknewn why this occurred, as the model
generally performed well over the lift curve slopggain the ke model under estimated
- Cpmax, providing further evidence to suggest that th@éabflow could be a reason for the
poor estimate ofl.

In terms of predictingd, the S-A model was the closets out of the threeulence models to

matching the experimental data in the pre staillmegLooking at the contour plots at= 7°

in Figure [41], paying close attention to the walear the trailing edge, it can be seen that the
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wake is relatively thin for the S-A model and quhéek for SST ke and ke. This thin wake
may be the reason why the S-A model predicts thevalues of drag better than the other
models, as the thickness of the wake has a largadtron the pressure drag experienced by
the airfoil. However, XFLR5 and RFOIL both perforthbetter than FLUENT in predicting

cd during the pre stall regime.

< 1=]-

k-£ k-c

Figure 41 — Contour plots of velocity magnitude att = 7° — Du91-W2-250 (Re = 500,000)

Both the S-A and SST &-models under predicted in the lead up to stall, and as a result,
slightly overshot the AoA at which stall occurrddowever, they still predicted! max
reasonably well. The k-model overshot both the magnitude and occurrericel max.

Looking at the pressure distributionscat= 11°, which is just after stall, the &plot has

under estimated- Cpmax and the severity of the adverse pressure gradietisying
transition. As a results the flow remains in the ptall regime and the location dfmax is

delayed to a higher AoA. The S-A model predicts shparated region well yet over shoots

the prediction of Cpmax which may be the cause of a delayed stallpmax is accurately
predicted by the SST &-model; however, the adverse pressure gradientsiviolg transition
are not strong enough to cause the flow to sepanade the region defined by experiment.
This may be the cause of a delayed stall usingnimdel as the flow remains attached over
more of the upper surface. This prolonged regioattdchment can be seen in the contour
plots of velocity magnitude at = 11° in Figure [42]. Comparing the SSTckmodel to the
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S-A model, which models the separated region qui#, less of the flow appears to be
separated from the surface at the trailing edgpa®ged flow is denoted by dark blue, as this

defines flow with near to zero velocity.

K-£ k-0 S-A

Figure 42 - plots of velocity magnitude atx = 7° — Du91-W2-250 (Re = 500,000)

In the post stall regime, the S-A and SS® knodels performed better than the two airfoil
design and analysis codes when predictihgrhe S-A exhibited the most accurate post stall
characteristics when predictingl. However, with no experimental pressure distritmsi
available at high AoA, no conclusion can be madexgmining the pressure distributions at
a = 18°.

The poor performance of the turbulence models wiredictingcm can be put down to an
error in the set up of the problem in FLUENT. Wheaiculating the moment on a body in
FLUENT, the software requires a frame of referetaceake moments about. This was taken
as the airfoil quarter chord at the coordinate tioca(-0.25, 0, 0) within the mesh. On close
inspection of the script developed to perform lasgale simulations, an error was made
when setting this reference. Unfortunately, thees wot the time available at the end of the

project to re-do these simulations.
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9.1.3 — NACA-64-418

9.1.3.1 - Results

The computed results for the NACA 64-418 airfog @gresented in this section and compared

to those acquired via experiment. Figures [4.7.1@1in Appendix Aisplay the lift, drag and

moment polars from the experimental data and theesponding computed results using the

two airfoil analysis and design codes and the thudmulence models used in FLUENT.

Table [7] displays a select number of lift and dcagfficients in tabular form taken from the

results set at Re = 1,000,000.

Cl Cd

Alpha
(o) EXP XFLR5 RFOIL | S-A k-w k-e EXP XFLR5 RFOIL S-A k-w k-e
10

1.157 | 1.159 | 1.151 | 1.222 | 1.254 | 1.112 0.0324 | 0.0191 | 0.0226 | 0.0250 | 0.0381 | 0.1121
12

1.199 | 1.221 |1.181 | 1.369 | 1.261 | 1.197 0.0588 | 0.0278 | 0.0355 | 0.0324 | 0.0489 | 0.1389
16

1.221 | 1.3365 | 1.170 | 1.306 | 1.294 | 1.2642 | | 0.1042 | 0.0564 | 0.0735 | 0.0774 | 0.0735 | 0.2014
22

1.084 | 1.361 |1.098 | 1.104 | 1.176 | 1.168 0.2019 | 0.1363 | 0.1793 | 0.1764 | 0.1281 | 0.3153

Table 7 — Experimental and computed lift and drag cefficients — NACA 64-418 (Re = 100,000,000)
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9.1.3.2 — Discussion

Considering first Re = 1,000,000; looking at ttiedplars in Figure [4.10Appendix 4he
performances of XFLR5 and RFOIL are again very gebén predicting the lift curve slope.
In the lead up to stall they continue to give adyestimate otl, as seen in Table [7] at

a = 10° where the deviations from the experiment are 0.1019%FLR5 and 0.51% for
RFOIL respectively. Errors in the data in Table ¢@htinue to be marginal as the airfoil
moves further towards stall at= 12°. From experiment the airfoil is said to eventualigl|
ata = 16° with cl max = 1.22. RFOIL under estimated max at1.17 and predicts its
occurrence too early at= 14°; however, the stall is gentle enough to still makeaccurate
prediction ofcl ata = 16° with an error of only 4%. XFLR5 overshoots bothk thagnitude
and occurrence of stall, predictingmax = 1.37 ata = 20°. In the post stall regime RFOIL
performs better, just under estimatirigvalues by errors consistent of around 4%. As altres
of it overshooting stall, XFLR5 consistently oveegicts the value afl during the post stall

regime.

The S-A and SST k models again provide a good correlation with tkgegimental data
during the lift curve slope, with XFLR5 and RFOIkeniorming marginally better. The k-
model performs better than previously in this casé¢he lead up to stall, both the S-A and
SST ke models over prediatl as seen at = 10° and 12° in Table [7], with the SSTdk-
model performing better out of the two. Despitdratial drop in performance, the &kmodel
for the first time exhibits the best performanceé afithe three turbulence models, making
errors of only 4% and 0.16% in the lead up to stedl = 10° and 12°. The model also
accurately predicts the occurrence of stadt at 16° but overshoots the value dfmax,
however only by an error of 3.6%. Here it agairfgrens better than the S-A and SSTk-
models, despite the SSTakaccurately predicting the occurrencecbfnax. In the post stall
regime all the turbulence models compare compaigtivell to the performance of RFOIL
in providing a good correlation to the experimeciata.

Looking at the drag polars in Figure [4.1Ahpendix 4a similar pattern is witnessed to
before with the Du91-W2-250 with significantly l&rgerrors present than the lift data.
Deviations from the experimental data are at b8%6.30ut of the five methods tested,
XFLR5, RFOIL and the S-A model in FLUENT again piae’the most accurate correlation
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with the experimental data. The worst performingdeias again the k-model used in
FLUENT.

Once again the three turbulence models used in NJU&gnificantly over predic€m, with
the shape of the curves barely coming close teesgmting that of the experimental data in
Figure [4.12]Appendix 4 XFLR5 and RFOIL both predict the moment coefintievell

during the lead up to stall and both overestimataes at stall and in the early stages of the

post stall regime. At high AoA i.e. > 16°, RFOILhekits the better performance.

Experimental data for the NACA 64-418 was providédRe = 300,000. This was the lowest
number analysed using computational methods. Cerisglthe lift polars in Figure [4.7],
Appendix 4XFLR5 and RFOIL provided the closets correlatiortite experimental data
during the lift curve slope. Experimentally, sialbredicted atr = 9° with ¢l max = 1.251.
XFLR5 and RFOIL both under estimate the occurrericgtall ate = 8° and the magnitude
of cl max with errors of 5.27% and 6.17% respectively, vHEFLR5 performing slightly
better out of the two. During the initial stagedio# post stall regime, RFOIL under predicts
the experimental data with errors consistent df1%; however, at high AoA, i.e. > 16°
RFOIL failed to provide a converged solution anddeeno data was available for
comparison. XFLR5 provided a similar correlatioowever, with errors ok 5%

consistently less than RFOIL. It too encountereaveogence issues, failing to provide a

converged solution above= 14°.

The lift curve slope was initially predicted verglvby the S-A model; however, in the lead
up to stall values afl are under estimated leading to an eventual ovetshdhe prediction
of the occurrence of stall, with = 14°, and in the magnitude of max, estimated at.292.
The performance of the SSTekand ke models are comparatively worse, both providing
poor estimates of the lift curve slope and predgstall ate = 18°, doubling that of the
experimental data. Of the three models tested$8iE ke model performed the worst,
predictingcl max = 1.4709 with an error of 27%; the highest encounteredughmut the
entire analysis. Despite their ability to provideanverged solution at high AoA, all three
turbulence models used in FLUENT performed wors@ tKFOIL and RFOIL in the lead up

to and during stall.
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The drag polars in Figure [4.8ppendix 4display a common pattern observed throughout
this analysis, with XFLR5 and RFOIL providing thesest correlation to the experimental
data in the lead up to and just after stall, amdSPA model performing the best out of the
three turbulence models. The:knodel again provides the poorest correlation ertirs
exceeding 400% at stall. Of all the Reynolds numitested, the performance of S-A model

in the latter stages of the post stall regime, Wingcusually fairly good, is the least accurate.

For the moment polars in Figure [4.18ppendix Zerrors in the turbulence models are again
significantly higher than XFLR5 and RFOIL; howevtre two codes do not perform as well
as previously at this low Reynolds number. The murdestribution remains fairly static and

does not map that of the experimental data wehénlead up to and after stall.
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9.1.3.3 Analysis

Similarly to before with The Du91-W2-250 airfoil,camparison of the pressure distributions
generated by the models to the experimental databeauseful in describing some of the
underlying reasons behind the discrepancies inrékalts within the lift and drag polars.

Experimentally, pressure distributions were prodidé¢ a Reynolds number of 1,000,000 for
the NACA 64-418, displayed below in Figure [43].mMauted pressure distributions at Re =
1,000,000 are displayed in Figure [44].

-6.000
—e—10.3 deg
-5.000 J —8—12.035 deg |-
21.1deg
-4.000 = 22deg |
-3.000 1

Figure 43 - Pressure distributions — NACA 64-418 (R&=1,000,000)

XFLR5 was shown to predict the lift curve slope wgét it overshot the occurrence of stall
and the magnitude afl max. Values ofcl continued to be over estimated during the post
stall regime. Experimentally, stall was shown t@wcata = 16°. Looking at the pressure
distributions in the lead up to stall @at= 10° andl2°, transition occurs at 10% the chord
from the leading edge. The following adverse pressgradients are strong enough to
separate the flow near the trailing edge with adoB80% of the upper surface stalled at
a = 10° and 40% stalled at = 12°. - Cpmax rises from—3 at to—3.75. Comparing these
plots to those produced by XFLR5, the locationshef transition points are well estimated;

however, the separation points are under estinateding to smaller regions of separated
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flow near the trailing edge. This delay in therafivement of the separation point may be the
reason why XFLR5 eventually overshoots stall. Assult, the code over prediats values

in the post stall regime as it assumes the flowedess developed towards a fully stalled
state. This is highlighted in the pressure distidns ata = 22°. In the experimental data the
flow is fully stalled withCp values close te-1 across the entire upper surface. In the plot
produced by XFLR5 there is still attached flow la¢ teading edge, encompassing around
30% of the total upper surface.
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Figure 44 — Computed NACA 64-418 pressure distribivns (Re = 1,000,000)
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RFOIL was shown to again provide a good estimateefift curve slope; however, in
contrast to XFLRS5 it under shot the occurrencetalf,dut due to the mild stall that it
predictedcl values in the post stall regime were relativelyi wstimated. To explain the
good performance of RFOIL is difficult via an angbyof the pressure distributions, as they
do not portray well the events that occur in tiftealind drag polars. The occurrence of
transition is delayed and the following adversespuee gradients are not strong enough to
separate the flow at the trailing edge. If anythinig suggests that the flow is delayed in
becoming stalled. Despite this, the pressure plat-a 22° compares well with that of
experiment, with a good estimate of the fully gdlfegion on the airfoil upper surface. This
may explain why RFOIL predicts the lift and dragffcients during post stall regime so

well.

Of the three turbulence models analysed, all thredicted the initial stages of the lift curve
slope fairly well. However, when predicting pre stall, the S-A and SSTdkmodels
performed significantly better thedswith the S-A producing the most accurate results.
Figures [45] and [46] show contour plots of theoegly magnitudes around the airfoil at

a = 10° and 12°. As shown previously with the Du91-W2-2&@oil, the wake region is
again a lot fuller with the solution provided bytke model. This may produce a large

pressure drag resulting in a significant overesienod drag

k-¢

Figure 45 - Plots of velocity magnitude atr = 10° — NACA 64-418 (Re = 1,000,000)
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k-£ k- S-A

Figure 46 - Plots of velocity magnitude atr = 12° — NACA 64-418 (Re = 1,000,000)

Despite a good early performance, all three turmdemodels over estimated the valuelof

in the lead up to and during stall, to a furtheteex than XFLR5. Looking at the pressure
distributions atx = 10° and 12° the regions of separated flow are smédiethe turbulence

models in comparison to experiment and XFLR5aAt 12° they should encompass around
40% of the airfoil upper surface from the trailiadge; however, looking at the contour plots
in Figure [46] the dark blue regions of separatepear to all cover less than this. For similar
reasons previously described with XFLRS5, this dethynovement of the separation point

may account for the overshoots in lift experienicethe lead up to and during stall.

e ket

k-m 5-A

Figure 47 - Plots of velocity magnitude atr = 12° — NACA 64-418 (Re = 1,000,000)
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In the post stall regime all three models perfostatively well and to a similar standard,;
however, overshoots in lift are still consistentoss the entire alpha range. Again, looking at
the pressure distributions at= 22° the flow should not still be attached near thalileg
edge, it should be fully separated as shown irettpeerimental data. This delayed region of
attached flow is illustrated above in Figure [47ese, for each turbulence model a small
region of high velocity (red) flow can be seen la¢ teading edge. As flow separation
dramatically reduces lift, this provides evidengellustrate why the models over estimate

during the post stall regime.

9.1.4 — Overall Analysis

Looking at the analysis as a whole, there was & watiety of results produced by each
computational method between the two airfoils asedlyand the three Reynolds numbers
tested. In the use of CFD, the S-A and SSi kodels performed to a higher standard than
k-e model, despite performing better at Re = 1,0000i00 the NACA 64-418 airfoil than

with the Du91-W2-250. This illustrates that theam e some variability with the
performance of the models depending on the geométhe airfoil analysed. The S-A model
consistently provided the most accurate repredentaft the drag polar and in general an
above average estimate of the lift; as a resudihibited the highest performance
characteristics of the three models used in FLUENIE models seemed to improve at
higher Reynolds numbers, providing the poorestetation at Re = 300,000. XFLR5
produced excellent results each time when modethadift curve slope, with less variability
than with the CFD solver. However, in the turbulpost stall regime it tended to consistently
over predict lift and under predict drag, perforgio a lower standard than the highest
performing turbulence model. These problems weasgarated at higher Reynolds numbers.
The code also experienced convergence issues lawhst Reynolds number. RFOIL tended
to perform better at higher Reynolds numbers amttupredict lift during the post stall
regime. Like XFLR5, in general it performed betdémodelling the lift and drag values
during the inviscid lead up to stall than during thrbulent post stall regime in comparison to
the best performing CFD solver. It too encounter@avergence issues at the low Reynolds
number. An attempt to provide a first look analysishe reasons behind the discrepancies

within these results was described in the previaassections. The following looks at the
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underlying philosophies behind the models in ma&itlin order to supplement those

findings.

In a general sense, the lift curve slope and tieesponding drag coefficients were modelled
better than the stall and post stall regime. Enrothe prediction otl were on average

around 40% less than those in the predictiordofindicating that the drag force is the most
difficult to predict when applying a computatiomakthod. This is likely to be due to the fact
that the drag force is much more influenced byasaffriction and hence, viscous forces than
lift, which derives the majority of its value frothe pressure distribution. Viscous behaviour
in the boundary layer is more difficult to evaluated accurately model. Additionally, the lift
force during and after stall also becomes harderddel as it becomes more influenced by

flow separation as a result of added viscosithaftow.

The result showed that perhaps the most imporspeas of modelling the aerodynamic
characteristics of airfoils are to accurately pcethie adverse pressure gradients in boundary
layer flows, the location of separation and theawsbur of the turbulent wake region.
Particular attention was drawn to the ability of thodels to predict the separated region and
the size and behaviour of the turbulent wake. Téréopmance of the k-model in FLUENT
was shown in general to be deficient in modellimg aerodynamic characteristics of both
airfoils. The particularly full wake region was idied as a possible reason for its poor
prediction of drag. In the derivation of theknodel, the assumption is that the flow is fully
turbulent, and the effects of molecular viscosiy @egligible [28]. Therefore, this makes it
only valid for fully turbulent flows and hence, d@ént for modelling adverse pressure
gradients flows with transition from laminar tolutent flow. One reason for the model
performing relatively better at the higher Reynatdsnber is perhaps due to the decreased
viscosity in the flow allowing a closer estimateb made. Here standard wall functions (i.e.
y+ > 30) can sometimes be sufficient. On the contthe S-A model was designed
specifically for aerospace applications involvinglMbounded flows with boundary layers
subjected to adverse pressure gradients [28].mhAkes it more applicable for the evaluation
of the flows over airfoils. Both the S-A and SSTknodels require the flow to be resolved

in the viscous sub layer (y+ < 5) which make theorerapplicable for adverse pressure
gradient flows over airfoils. This has been showbe true within this analysis. The

improved results gained by using the wake adaptshrhighlighted the importance of
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accurately modelling the wake affected region wheing CFD to model airfoil

characteristics.

The poor performance of the turbulence modelseataw Reynolds number (Re = 300,000)
may be due to the fact that at this flow velocitg flow over the airfoil may be
predominantly laminar, as opposed to turbuletigtt angles of attack. Experimental data at
this Reynolds number was provided for the NACA @84&-4irfoil which was employed at the
tips of the blades on the MEXICO model. At the tgybshe blade, where most of the useful
lift is generated, laminar airfoils are often emy@d to minimise drag and increase the lift to
drag ratio. Here the boundary layer is often ummiged by turbulence at high AoA.
Therefore, using a turbulence model to determieeattfoil characteristics in a
predominantly laminar regime may not provide thestracurate solution. Here it may have
been more wise to use the laminar viscous modeLWENT. This also goes some way to
explaining why the lift curve slope is not alwaysarately predicted using turbulence
models in FLUENT. The models have no means foriptieg the transition from laminar to
turbulent flow and hence, produce inaccurate restilie best case scenario would be to run
both the laminar and turbulence models with sommeadransition model together; however,

this is unavailable in most commercially availaGleD codes [17].

9.2 - BEM Analysis

The following section takes the lift and drag caadints, determined from the 2D airfoil
analysis and inputs them into the available BEMecad evaluate the impact that the
deviations in the results may have on the prediatibturbine performance. The aim here is
to show how important it is to make a careful sbecof the method used if a design team
chooses to determine the aerodynamic characterisfiche airfoils they employ on the
turbine via computational means. As this sectioonly intended to illustrate this point, only
a few examples are shown. Results used as inplBERb are those obtained for the Du91-
W2-250 airfoil at Re = 500,000 using experimentalues, XFLR5, and the S-A andgk-
models used in FLUENT.
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9.2.1 - Results

Figures [48- 51] display the outputs of BEM wheingsthe four methods to determine the
lift and drag coefficients of the Du91-W2-250 aikfo
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Figure 48 — BEM outputs using Experimental airfoil hvaracteristics
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Figure 49 — BEM outputs using XFLR5 airfoil characteistics
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9.2.2 — Discussion

It can be seen in the above figures that the dewsiin the lift and drag coefficients has a
negligible effect on the outputted thrust coeffitieyet a noticeable effect on the power
coefficient. Using the experimental data it carsben in Figure [48] that the turbine operates
at an optimum TSR of 6 with efficiency close tottbathe Betz limit, withCP ~ 0.53.

Applying the data gathered using XFLR5, efficiemtyT SR = 6 has dropped a little to

~ 0.51 and a notable decrease in efficiency can be dg@gler TSR, as shown in Figure
[49]. Now applying the data determined using th& @odel in FLUENT, the efficiency has
dropped further at TSR = 6 0 0.45 and the turbine is actually producifi§ values less
than0 at the higher TSR. Finally assessing therkedel in Figure [51], the efficiency of the
turbine has dropped significantly across the fid@RTrange witlCP values less thaf

experienced at much of the higher values.

9.2.3 — Analysis

In this example, the outputs from BEM highlightédtt XFLR5 was in fact the best
computational option for determining the airfoilachcteristics of the Du91-W2-250, as it
provided the closest correlation to the experinmeddta in terms of the power output of the
model turbine. The worst option would be to usekiaemodel in FLUENT, although this

was to be expected considering the poor correldtioade with the experimental data during
the 2D airfoil analysis. For any designer consiagthe use of a computational method for
determining wind turbine airfoil characteristidsistmethod of comparison using BEM would
need to be adopted, as it was not at first clean fihe 2D analysis whether or not the S-A

model or XFLR5 produced the overall closest cotrafato the experimental data.
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Chapter 10

Conclusion

The main aim of this thesis was to highlight andrads some of the issues that can arise
when trying to model the aerodynamic charactesstid wind turbine airfoils using
commercially available computational methods. Eadthod chosen was to be analysed for
its ease of use and accuracy when used to remoeeddrodynamic characteristics of two

airfoils, previously determined by experiment.

When using CFD those issues mainly fell under twadings — “Grid management” and
“Selection of Turbulence model”. It was shown tteaiccurately model the characteristics of
wind turbine airfoils using CFD, special care netmie made when refining the region of
the wake within the computational grid. Wind tumbiairfoils have a wake distribution unlike
that of symmetric airfoils commonly used in othesraspace applications. Appropriate
mapping of this wake needs to be made in the ghdnarunning simulations to develop lift
and drag polars over a large range of angles a€latFor an accurate solution, the selection
of the turbulence model has been shown to be veppitant. This thesis identified the S-A
and SST ke models as the best options for modelling the ab/g@ressure gradient flows
over airfoils. The ke model was the worst performing model out of thed¢htested as it was
unable to resolve the behaviour of the flow in #Weeous sub layer of the boundary layer.
Evidence from this report has reinforced many wahlet can be found in literature that show
that for a turbulence model to accurately modelabedynamic characteristics of airfoils, it

needs to be able to accurately model adverse peegsadients flows.

In terms of ease of use, the two airfoil analysid design codes, XFLR5 and RFOIL, were
considerably faster and easier to use than CFD.uSkeof the codes took less than a day to
master and simulations could be set up and rumdeuone minute. In contrast, it took over
three months to learn how to use CFD appropridtalynodelling airfoils, having to learn
how to generate a mesh and run the mesh in FLUEB\WMulations sometimes took over a

day to run and process. If a quick solution is nexgl) it would be advisable to use either
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XFLR5 or RFOIL as they have the ability to providerelatively accurate solution within
minutes, at no cost to the designer. However,dftilme and funds were available, the use of
CFD would be recommended. This report highlighteel kearning curve that comes with
using CFD. By the cessation of the project, resuilng the S-A model were becoming
increasingly close and often better than those yred using XFLR5 or RFOIL. Despite
being very fast and easy to use, XFLR5 and RFOIltinas failed to provide a converged
solution and struggled to model fully turbulentvloThese programs are limited in their use
in this instance as modifications to their codes rast easily applied. However, with CFD a
designer can always use their own intuition inttineory of aerodynamic flows to refine the

grid or redefine the solution method to achievemverged or improved result.

This learning curve was shown in the developmenihefgrid adaption test in this report. The
methodology behind this test, including the meti@drunning large scale simulations in
FLUENT and generating multiple mesh files in GAMBI§ing script files is therefore a key
deliverable of this thesis. The use of this methaglp can significantly cut simulation and
grid development times and improve the accurackestilts. The next stage in the process
would be to run the refined meshes and see if artgdr improvement could be made on the
current results determined in this thesis using GFPnprovements were made, this stage of

the process could be added to the methodology.

A final deliverable would be the view that desigh&annot whole heartedly trust airfoil

characteristics they determine using computatiomethods, unless they have experimental
data to verify their results. If a turbine was deped using inaccurate results, a false
evaluation of the performance levels and econoralaerof the turbine could be made. This
was shown to be true in the short BEM analysis ootedl in this report. Computed results
should therefore always be backed up with resutts fexperiment if wind turbines are to be

fully trusted as reliable means for generatingtelaty.
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Appendix 1

Du91-W2-250 — Experimental airfoil characteristics
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Appendix 2

NACA 64-418 — Experimental airfoil characteristics
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Appendix 3

%% Matlab code to generate script files over AoA ra nge (18/08/10)
clear all ;

clc;

%% Creates script file and begins loop over AoA ran ge

outname =[ 'script.txt’ ]; % Outputs Script with filename script.txt

fid_out = fopen(outname, ‘wt');

for alfa =-14:2:30; % User input for AoA range

%% Reads in sript lines not affected by alpha

fid_in_top = fopen( 'top.txt' );
fid_in_mid = fopen( 'middle.txt' );
outdir = [ ‘output_’ numa2str(alfa)]; % creates a directory for the

outputted files at each alpha
system([ "'mkdir ' outdir]);

%% User inputs for wind vector magnitude
Re = 1e6;

Mu = 1.7895e-5;

Rho = 1.225;

c=1,;

Uinf = Re*Mu/(Rho*C);

%% calculates x and y components of wind vector at each alpha
uinf = Uinf*cosd(alfa);
vinf = Uinf*sind(alfa);

%% Calculates the boundary conditions for alpha. Re ports and outputs the
airfoil characteristics at each alpha
fprintf(fid_out, '%s\n%s\n%s\n%s\n' |, 'file/start-transcript' [outdir
'transcript(' numz2str(alfa) .txt' 1;
while 1

tline = fgetl(fid_in_top);

if ~ischar(tline), break , end

disp(tline);

fprintf(fid_out, '%s\n' tline);
end

fclose(fid_in_top);

fprintf(fid_out, '%s\n%s\n%s\n' ,num2str(uinf), no’ , num2str(vinf));
determines the velocity inlet conditions at each al pha
while 1

tline = fgetl(fid_in_mid);

if ~ischar(tline), break , end

disp(tline);

fprintf(fid_out, '%s\n" tline);
end

fclose(fid_in_mid);
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fprintf(fid_out, '%5s\n%s\n%s\n%s\n%s\n%s\n%s\n%s\n' , 'report/forces/wall-

forces' ,'yves' ,'1'" ,'0" ,'yes' ,[outdir 'xforces(' num2str(alfa) ".frp’ DB
fprintf(fid_out, '%5\n%s\n%s\n%s\n%s\n%s\n%s\n%s\n' , 'report/forces/wall-

forces' ,'yves' ,'0" ,'1" ,'yes' [outdir 'yforces(' numz2str(alfa) .frp' DB
fprintf(fid_out, '%s\n%s\n%s\n%s\n%s\n%s\n%s\n%s\n' , 'report/forces/wall-
moments' , 'yes' ,'-0.25" ,'0" ,'yes' ,[outdir 'moments("  num2str(alfa)

)frpt D)

fprintf(fid_out, '%5\n%s\n%s\n%s\n%s\n%s\n%s\n%s\n%s\n%s\n%s\n%s\n%s \n%s\n%s
\n' , 'plot/plot’ , 'ves' ,[outdir 'Cpx("  num2str(alfa)

).txt' ], 'no" ,'no" ,'no' , 'pressure-coefficient' ,'yes' 100 1 L0 ),
fprintf(fid_out, '%5\n%s\n%s\n%s\n%s\n%s\n%s\n' [ ‘wed "alpha(' numz2str(alfa)
").cas" ], 'yes' , ‘file/stop-transcript’ );

end

fprintf(fid_out, '%s\n' , 'exit’  );

fclose all ;
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Appendix 4

Du91-W2-250 Calculated Airfoil Characteristics — Re= 500,000
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Du91-W2-250 Calculated Airfoil Characteristics — Re= 1,000,000
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Cd vs Alpha
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NACA 64-418 Calculated Airfoil Characteristics — Re= 300,000

Cl vs Alpha

@ Exp
+ XFLR5

X

0-500 i
U.oUuvU
2

r T

fa)
A ®
-15.00 -10.00 -5£‘ 0.00 5.00 10.00 15.00 20.00 25.00

‘_‘ 0-500
V. JUU
‘

T T T T 1

Alpha

1 00
1.U0U

Figure 4.7 - Computed Cl vse — NACA 64-418 — Re = 300,000

135




Cd vs Alpha
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NACA 64-418 Calculated Airfoil Characteristics — Re= 1,000,000
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