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Abstract 

 As computer technology becomes more prevalent in businesses of all 

shapes and sizes, the need for data storage increases.  In many cases, data 

is stored on servers stacked from floor to ceiling, and in rows from wall to wall 

in buildings called data centres.  To keep these servers running, the energy 

required is enormous, and the energy used to run the computers is emitted 

from them in the form of heat.  So, in addition to the energy needed to keep 

the data centre running, additional energy is needed to cool the servers to 

prevent them from over heating.  As the need for data centres continues to 

grow, and as energy resources become both more expensive, and more rare, 

data centre developers are exploring new ways to energy and cool data 

centres.   

 In this project, an eight story data centre in central London will be used 

as a case study to model the use of waste heat in a community heating 

scheme for a nearby residential area.  This project will determine how much 

energy is saved by reusing the waste heat, and as a result, by how much the 

carbon dioxide emissions are reduced.  This project will also explore the 

different ways in which waste heat can be taken from the cooling system to 

determine the most energy efficient method of cooling the data centre and 

heating the residential building.   
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Introduction 

 Climate Change.  Global Warming.  Green Living.  Sustainability.  

These are the buzzwords of the 21st century.  As the public perception of 

environmentalism is shifting to not only a more acceptable notion, but also a 

popular one, it is hard to escape the messages that pervade the media and 

everyday conversation about how to live a more energy efficient life.  

Individuals are becoming more environmentally conscious with their choices 

from light bulbs to clothing to fuel efficient cars, but the carbon footprints of 

industry dwarf an individual's carbon footprint.  In particular, data centres. 

 Data centres are large buildings full of electronic equipment that is 

operating 24 hours per day.  These buildings can require as much electrical 

power as 1.5 kW per square meter of space for the IT equipment, and new 

data centres are being built all the time.  Engineers have been researching 

ways to make data centres more energy efficient from both an information 

technology (IT) and a heating, ventilation, and air conditioning (HVAC) 

perspective.  The purpose of this report is to identify the most feasible 

method of saving energy from an HVAC perspective for a data centre 

case study in London.   

 The main body of the report consists of eight sections that cover three 

broad topics: Literature Review, Methodology, and Design Analysis.  The first 

section covers data centres, and why they are important.  This section 

includes information about a data centre’s electricity load, how that load is 

allocated, and how that load can be reduced.  The second section covers the 

components likely to be found in a data centre’s cooling system.  This section 

explores the way in which both a chiller and a dry cooler function.  From here, 

the ways in which energy can be saved in a data centre cooling system are 

explained, since now the reader has an understanding of how the 

components work.  Section three covers one such energy savings method in 

detail: the community heating scheme.  The definition of community heating, 

the necessities for both the producer and the consumer, and the equipment 

used in a community heating scheme are all reported in this section.  

Additionally, this last section of background information covers the building 
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requirements specific to the case study explored in this report. 

The methodology section of the report consists of sections four, five, and six.  

Section four ventures to explain the modelling program, TRNSYS, used in this 

study.  It describes the TRNSYS user interface, and the range of components 

the program can simulate.  Finally, section four describes the TRNSYS 

components used to model the data centre in this case study.  From here, 

section five details the specifications of the case study HVAC components.  

Then, this section explains any assumptions made to simulate the data 

centre, and to modify the data to a presentable form.  Lastly, section six 

explains each of the six case study simulations in detail: the base case, free 

cooling, and implementing community heating from two places within the 

cooling system both with and without free cooling.  This section’s purpose is to 

create an understanding of the components that were used, the way in which 

they were modelled, and the purpose of the simulations.   

 Sections seven and eight cover the Design Analysis part of the report.  

Section seven covers the six simulations, and the results garnered from each 

one.  This section delves into the energy use of each data centre case study 

option; it explores where the electricity use is going, and where savings, if 

any, are coming from.  Section seven also compares each of the six sections 

to determine which case provides the most energy savings to the data centre.  

Finally, section eight will summarise the findings from the study.  This section 

will provide more complete insight into the way in which a data centre works, 

why it uses the amount of energy it does, and how data centre owners can do 

their part to reduce their electricity consumption. 
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1. Literature Review 

1.1. Data Centres 

What are Data Centres? 

 A data centre (also known as a server farm, computer centre, or a data 

storage and hosting facility) is a building specifically designed to house 

electrical equipment such as computers, routers, servers, and related 

computing equipment.  These buildings are used to manage digital data and 

information (Lawrence Berkeley National Laboratory (LBNL), 2008).  Many 

times, the data centre space is rented out to clients in need of a place to 

house their data equipment, or to act as a hub for their data exchange and 

processing.  Unlike normal office buildings, the primary use of data centres is 

not to house the employees, but to house the equipment.  Office buildings 

also use computers, servers, routers, and other related computer equipment, 

but the amount of equipment per square meter of office space is not nearly as 

large as that of a data centre, and much of the electronic equipment in a 

standard office building can be, and is, shut off at the end of the regular office 

day.  This cannot be said for data centres — digital information does not 

sleep, especially in an international market, so data centres run continuously.  

Additionally, office buildings tend to have a higher employee to equipment 

ratio than data centres do.   

Data Centre Energy Use 

 According to the US EPA, annually, the average office building annual 

energy consumption is 166.8 kWh of electricity per square meter, and 2.9 

therms of natural gas per square meter (EPA, 2007).  Office buildings are 

usually between 93 and 4,645 square feet, so their average annual energy 

consumption is between 15.5 and 775 MWh.  With a 1,375 square meter 

average office size, the typical American office building uses 229.4 MWh (U.S. 

DOE, 2006).  To put that into perspective, according to the UK Department for 

Business, Enterprise, and Regulatory Reform (BERR), the average annual 

domestic energy consumption per household in 2004 was between 20 MWh 

and 28 MWh (2008).  A data centre uses significantly more energy.   
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 In a typical office building, energy used to power office equipment 

makes up 20 percent of the total, while 23 percent of the energy goes towards 

cooling the building.  A data centre, on the other hand, uses 10 to 100 times 

more energy per square foot than a typical office building (US DOE, 2006).  

This is partially due to the density of equipment in the building, and it is 

partially due to the fact that the data centre runs continuously.  A typical rack 

of new servers draws approximately 20 kilowatts of power alone, and a data 

centre houses hundreds of these racks (Greenberg et al, 2006).  Running all 

day every day, one 20 kilowatt rack alone uses over 170,000 kWh annually.  

That’s over ten times the amount of energy the average UK resident uses in a 

year (BERR, 2008).   

 According to the US Department of Energy, the US data centre 

industry’s electricity consumption accounted for 1.5 percent of the entire 

country’s electricity use in 2006, using 61 TWh of electricity.  This figure is 

expected to rise by 12 percent each year.  According to the EPA, a ten 

percent energy savings by all US data centres would save 10.7 billion kWh 

annually — enough energy to power one million US households (U.S. DOE 

and EPA, 2008).  By reducing the energy consumption of data centres 

worldwide by even ten percent, global energy consumption would be reduced 

significantly, and, as a result, carbon dioxide emissions would be cut also.  In 

the US alone, reducing the data centre energy by 10.7 billion kWh annually is 

the same as cutting 5.6 metric tons of CO2 emissions, or taking just over one 

million cars off the road (EPA, 2000).   

 The massive amount of energy used by data centres has not been lost 

on industry professionals.  In fact, the U.S. data centre industry has been 

aware of the need for energy efficient measures for some time.  In the fall of 

2006, Hewlett-Packard came out with an energy management system to save 

20 to 45 percent cooling cost savings.  Around the same time, California’s 

Pacific Gas and Electric Company started a rebate program for data centres 

that were using software to minimize their server use.  Also, the American 

Society of Heating, Refrigerating, and Air-Conditioning Engineers released 

liquid cooling guidelines for data centres.  Then, on December 20, 2006, 

President George W. Bush signed a bill that required the U.S. Environmental 

Protection Agency to study the growth and energy consumption of data 
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centres with the intention to determine best practices for not only data centre 

energy efficiency, but also for cost efficiency (US DOE, 2007).  Since that 

time, the Lawrence Berkeley National Laboratory has developed a list of 67 

best practices for optimal data centre design.  They are broken up into the 

following categories: Mechanical, IT equipment, Electrical Infrastructure, 

Lighting, and Commissioning and Retrocommissioning.  This study focuses 

on the best practices for the mechanical systems. 

Saving Energy in a Data Centre 

 When determining how to save energy in a data centre, a few useful 

metrics can be used for benchmarking purposes.  One metric is the Computer 

Power Consumption Index, and it is used to ascertain the data centre’s energy 

efficiency.  The CPCI is the ratio of the total data centre power to the power 

used by the computers alone.  The higher the number, the better, since the 

computer use is the primary function of the data centre.  A high number 

means the other energy uses (HVAC, lighting, etc.) are working efficiently.  A 

low number means the other systems are working inefficiently, or the majority 

of the energy use is not going toward the data centre’s primary purpose: the 

computers.  A similar benchmark that focuses on the HVAC system 

specifically is the HVAC Effectiveness Index.  This benchmark is the ratio of 

computer power to HVAC power.  Again, a higher number indicates good 

energy efficiency in the data centre (Greenberg et al, 2006).   
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Figure 1 Energy Flow in a sample Data Centre 

 Figure 1 shows the energy flow in a sample data centre.  As shown in 

the figure, the largest amount of energy use comes from the IT load, UPS, 

and casual gains inside the data centre.  Since this energy used by the 

computers in a data centre is converted into heat, the cooling system plays a 

major role in a data centre’s ability to run continuously.  The efficiency of the 

HVAC system, therefore, is key to the overall energy efficiency of the data 

centre.  As shown in Figure 1, the chiller uses the most energy in the HVAC 

system, followed by the RACU fans.  There are a number of ways to improve 

a data centre’s HVAC system, and many techniques to improve HVAC 

efficiency are considered “best practice” when designing a data centre.  One 

such practice is the “hot aisle” and “cold aisle” arrangement — an 

arrangement that improves both RACU and chiller efficiency.  Racks of 

computers are arranged so that the hot discharge from the equipment is 

expelled into one aisle from racks on either side of the aisle, and similarly, the 
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cold inlet sides of the racks face each other into a cold aisle.  This 

arrangement is shown below. 

 

Figure 2: Typical Hot Aisle/Cold Aisle Data Centre Arrangement 

Source: Greenberg et al, 2006 

By separating the hot and cold air, mixing of the cold inlet and hot discharge 

air is kept to a minimum, improving the overall efficiency of the cooling 

system.  Preventing the cold air from mixing with the hot discharge air 

reduces the amount of work the chillers have to do to produce cold air.  As 

shown in the figure, the cold air enters through vents in the floor tiles of the 

cold aisles while the hot air returns to the cooling system through vents in the 

ceiling of the hot aisles.  These vents need to be placed strategically to avoid 

producing “hot spots” in the racks, leading to equipment overheating.  The 

data centre designer also needs to be careful that the space below the racks 

is large enough for the electrical wiring without blocking the flow of the cooling 

air (MacKay, 2007).  In addition to the hot and cold aisle arrangement, data 

centre designers can improve air circulation by ensuring that racks are 

ventilated properly, and by blocking off unused space between the racks to 

avoid hot and cold air mixing. 

 After optimizing the air circulation, the cooling system equipment itself 

can be optimized.  Designing the equipment to serve the correct size data 

centre is important to optimization.  One challenge to choosing the right size 

equipment is predicting the amount of cooling that will be needed in the future 

as the IT needs increase.  In addition to the sizing, the operation of the HVAC 

system requires optimization.  By running the chilled water at a medium 

temperature — ideally at the maximum temperature it can be while still 
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meeting the cooling load — between 10 and 16 °C, the temperature difference 

between the chilled water and condenser water is minimized.  As a result, the 

chiller runs with a higher efficiency (Greenberg et al, 2006).   

 In the HVAC system, the liquid chiller uses the most energy.  To 

minimize the amount of work the chiller has to do, free cooling can be 

implemented.  Free cooling takes advantage of cool outside air temperatures 

in the evenings and during cool months.  When the outside air is cold enough 

to employ free cooling, the dry liquid coolers or cooling towers can lower the 

water temperature before it enters the chillers on the evaporator side, or it can 

cool the water enough to bypass the chillers completely.  According to the 

Lawrence Berkeley National Laboratory, free cooling is well suited for climates 

with outside wet bulb temperatures below 12.8  °C for at least 3,000 hours (or 

4 months) of the year.  In the case study, the outside wet bulb temperatures 

were below 12.8 °C for over 7100 hours of the year.  Free cooling is a good 

alternative to air-side economizers in areas with both cool climates and 

concerns about particulates or other air pollution (Greenberg et al, 2006).  

Free cooling is explored as a method of improving energy efficiency in the 

case study shown. 

 One energy saving technique not used in this case study is to use 

liquid cooling instead of air cooling.  Since water has higher heat transfer 

coefficients than air does, placing liquid cooling coils throughout the racks can 

improve the overall efficiency of the system.  Rather than mixing a small 

amount of hot air from the equipment with a large amount of cool air, and then 

cooling the entire mixture, the heat is transferred directly from the equipment 

to the cool water circulating through the cooling coils.  This water is at a 

medium temperature to begin with (10 - 15 °C), so the chiller load is 

minimized.  Also, the RACU fan size and power consumption is reduced, 

since their primary purpose is no longer cooling the equipment, but instead it 

is cooling the remaining data centre space (Greenberg et al, 2006).   

 

1.2.  Typical HVAC Components in a Data Centre 

 The IT equipment in a data centre is constantly emitting heat; making 

the cooling system in the building essential to keep the data centre functioning 
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properly.  Because of the constant heat production, a data centre HVAC 

system typically only needs the cooling system, and not any heating 

equipment.  The figure below shows a schematic for a typical data centre 

cooling system.   

 

Figure 3: Typical Data Centre HVAC schematic with energy flow 

 

The main components in a data centre cooling system are the computer room 

air conditioning units (RACUs), the chillers, and the dry liquid coolers.  Each 

of these components is described briefly below. 

Chillers 

 A liquid chiller, also known as a mechanical refrigeration compressor, is 

used to cool any refrigeration liquid for air-conditioning or refrigeration needs.  

The figure below shows the main components of a liquid chiller: a 

compressor, a cooler/evaporator, a condenser, and an expansion valve.   
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Figure 4: Liquid Chiller Diagram 

Source: Thumann, 1997 

The main loop in a liquid chiller is filled with a refrigerant that is pressurized to 

the point that its boiling point is lower than the temperature of the water in the 

chilled water loop entering the chiller/evaporator.  In the evaporator, the 

refrigerant is heated to its saturation point, using the heat from the water in 

the chilled water loop and the surroundings in the evaporator.  This cools the 

water in the chilled water loop as it exits the chiller.  The refrigerant then 

needs to return to its liquid form to be reused, since the refrigerant can only 

absorb the maximum amount of heat from the chilled water loop through 

vaporization.  This process is done in the condenser by cooling the refrigerant 

with the water in the condenser water loop.  Unfortunately, the chiller is not as 

simple as just an evaporator and condenser.  Since the refrigerant is at a 

lower temperature, even in its saturated vapour state, than the condenser 

water used to cool it, the refrigerant temperature needs to be raised.  To 

accomplish this, the vapour is pressurized further in the compressor.  As 

shown in Figure 5, as the pressure of the refrigerant is raised, the temperature 

increases accordingly (Ananthanarayanan, 2005). 
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Figure 5: Expansion and compression of a fluid 

Source: Trott, 1999 

 

The condenser then removes both the superheat and latent heat from the 

refrigerant, returning it to its liquid form.  This heat can be summarized as the 

heat taken in by the evaporator plus the heat of compression (Trott, 1999).  At 

this point in the refrigeration cycle, the refrigerant is liquid, but it is not ready to 

return to the evaporator until it expands to the correct pressure to allow for 

vaporization at the temperature of the cooling water loop.  The refrigerant, 

therefore, goes through a throttling process by way of an expansion valve or 

similar device, and it returns to the evaporator where the process starts again. 

 The coefficient of performance (COP) is used to rate the performance 

of the refrigeration system.  For the chiller, the COP is determined by the 

following equation:  

 

 

Equation 1: Chiller Coefficient of Performance 

Source: Thumann, 1997 

The inverse of this equation is known as the efficiency.  In this case study, the 
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chiller used has a COP of 4.83, and a primary efficiency of 0.207.  

RACUs 

 A room air conditioning unit, or RACU, is used to blow cold air into the 

space that needs cooling.  The warm air from the space is circulated through 

the RACU where it is cooled by a stream of cold water.  This now cooled air is 

then blown back into the room.  In a complete HVAC system, the air will be 

filtered before being re-circulated.  For modelling purposes, a RACU can be 

thought of as a heat exchanger and a fan in series.  The heat exchanger 

circulates water that has been cooled in the chiller through one side, and it 

circulates the hot air from the computer room through the other side.   

Dry Liquid Coolers 

 In the chiller, the refrigerant is cooled in the condenser by the 

condenser water loop, but something also needs to cool that condenser water 

after it has done its job.  In many large cooling applications, like a data centre, 

a wet-cooling tower is used for this purpose.  A cooling tower uses 

evaporation as the primary method of heat rejection.  Ambient, dry air is 

drawn past a flow of water where it absorbs water vapour — cooling the water 

remaining in the flow (Kubba, 2008).  The downside to wet-cooling towers is 

their exposing the water flow to the outside environment.  The temperature at 

which the cooling tower operates can promote the growth of the bacterium 

Legionella pnumophila: the cause of Legionnaires’ disease.  Legionellae are 

bacterium that live in water and soil, and the bacteria affects humans only 

when the infected water vapour is inhaled.  The resulting disease is a form of 

pneumonia, and the fatality rate is approximately 20% (Clay, 2004).  While 

proper water treatment can prevent the growth of such bacterium, outbreaks 

are still possible with the use of cooling towers.   

 That is where the dry liquid coolers come in.  Dry coolers rely on 

convection heat transfer between the condenser water, enclosed in a cooler 

coil, or tube, and the outside air.  Fans are used to blow the air onto the 

condenser water coils, and thus, heat is expelled.  Since the cooling water is 

enclosed, the exposure to the environment is eliminated, and the risk of a 

Legionnaires’ disease outbreak is gone.   
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1.3. Why District Heating? 

 While data centres are an important facet of modern day technological 

growth, the servers, computers, and other IT equipment require a great deal 

of fossil fuelled energy to run 24 hours per day, seven days per week.  The 

data centre equipment uses its required electrical energy, and then it is 

released as heat.  This heat needs to be dissipated to prevent the equipment 

in the data centre from over-heating, and to keep the data centre operations 

running smoothly.  So, in addition to the energy needed to run the equipment, 

more energy is needed to run the ventilation and air conditioning systems.   

 The heat being generated by the IT equipment and being dissipated by 

the HVAC system is considered “low temperature waste heat.”  It is 

considered “waste heat” because while it is being cast-off into the surrounding 

environment, it could be reused in a functional and economic fashion.  This 

waste heat is considered “low temperature,” because it is below 450 °F 

(232.2 °C) (Thumann, 1997).  In this project, the low temperature waste heat 

is being used in a district heating scheme — the heat is being used to heat 

nearby residential buildings.  The low-temperature water flow then returns to 

the data centre HVAC system, cooler than it started.  This reduces the amount 

of energy needed by the data centre for cooling, and, with typical a heat pump 

coefficient of performance (COP) above 3, it reduces the amount of energy 

needed by the nearby residents for heating purposes compared to the energy 

needed when using gas boilers.  In this study, the amount by which the 

energy load is reduced is estimated for the data centre side. 

What is District Energy/Community Heating? 

 District energy refers to a scheme in which a small producer provides 

both heat and power to a community.  The power could be generated with a 

diesel generator, a biomass boiler, or any other combined heat and power 

(CHP) source.  In combined heat and power district energy schemes, the heat 

is distributed using the hot water or steam that remains after it has been used 

to generate electricity.   

 Community heating, while it can provide power in some cases, can also 

refer to a scheme in which a central source provides the heat only, and not 

the power to any number of buildings or residences.  The heat could come 
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from a number of sources: combined heat and power, like in a district energy 

scheme, a centralized boiler, renewable heat sources, or industrialized waste  

heat.  In the case study explored here, the waste heat from the cooling 

system of a large data centre provides the heating.  Like district heating 

schemes, community heating is typically distributed via hot water (Energy 

Saving Trust). 

How does it work?  

 From the perspective of a tenant, the heating system seems virtually 

the same.  Radiators still distribute the heat, and residents can control the 

amount of heat they get with the same controllers they are used to.  However, 

instead of a having a boiler provide the heat, a “hydraulic interface unit” is 

used to transfer the heat from the community heating source to the tenant’s 

home.  Additionally, a heat exchanger can be included to provide 

“instantaneous” hot water to the tenants (Energy Savings Trust).  Meters can 

still be used to measure how much heat each tenant is using, and billing can 

continue in the same way.  The difference is that the heat will cost less than it 

would in a traditional heating arrangement.   

 As a building owner, either on the producer or the consumer side, the 

differences between the community heating and traditional heating system are 

more noticeable.  First, a heat distribution network must be put in place for the 

hot water to get from its source (whether it be a large boiler, industrial waste 

heat, or a renewable heat source) to the community of consumers.  

Depending on the size of the community heating scheme, this distribution 

network could be as simple as a pump with conventional valves and insulated 

pipes much like those in a home central heating system, or it could be as 

complex as installing a large heat main with variable speed pumps, and leak 

detection systems.  These heat mains are installed the same way as any 

other mains — buried in the ground (Energy Savings Trust).  In this study, a 

heat main leading to the residential building would need to be installed as part 

of the construction of the data centre.  This study also explores the best place 

from which to take the waste heat as part of the cooling system cycle.   

What are the main benefits of community heating? 

 Community heating offers a number of benefits not only to the tenants 
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of the building taking advantage of the heat, but also, in many cases, to the 

producers of the heat, not to mention the environment.   

Cost Reduction: 

 For the tenants, using heat from a community heating scheme will 

reduce their overall costs for heating.  The heat in a community heating 

scheme is usually much less expensive than heat from traditional heat 

sources, such as natural gas.  In this case study, the heat comes from “waste 

heat”, so it is “free heating,” since it would need to be dissipated in any case.  

Additionally, if designed to do so, community heating schemes can take 

advantage of a number of heat sources: changing the source of the heat 

based upon availability and price.  In areas with multiple community heating 

schemes close together, the communities can link up with one another, 

providing back-up heat sources for one another should one system fail.  

Linking heating schemes can also improve the overall efficiency of the 

system.   

 For the landlords of the buildings using the community heating, 

maintenance costs are reduced.  By having a centralized heating source, 

there is no need for individual maintenance checks in each dwelling.  The 

space needed by a boiler in each dwelling is also freed up for the tenants, 

making each dwelling more attractive to potential tenants — potentially 

making each dwelling worth more.   

 In some cases, implementing community heating can also be cost 

effective for the producers.  When the heat used is “waste heat” from 

industrial processes, the heat is free for the consumers, and the useful 

application of that heat provides a savings for the producers.  This is because 

the industrial buildings providing the waste heat would be expelling the heat to 

the atmosphere in any case.  By providing the heat to a community for a 

useful purpose, the amount of heat needed to be cooled in these industrial 

buildings is reduced, thus reducing the cooling load on the producer side.  

The amount of savings accrued by the producer by implementing community 

heating is modelled in this study.   

Environmental Benefits 

 Community heating is a scheme that is beneficial for the environment 
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from both the producer and the consumer sides.  The producer, especially in 

the case that uses either CHP or waste heat as the community heating 

source, reduces CO2 emissions from their own building.  In the case with 

waste heat, the cooling load is reduced on the producer’s side, reducing the 

electricity demand in the building.  The residential building is also reducing 

their electricity demand for heating purposes, and, as a result, cutting CO2 

emissions.   

 

1.4. Efficient Building Requirements 

With growing concerns about global climate change, greenhouse gas 

emissions, and energy efficiency, cities around the world are developing more 

stringent requirements for building development.  Energy efficiency measures 

that were once considered "cutting edge" are now considered "best practice, 

and in many cities, energy efficiency is a required part of a new building's 

plans in order to get a building permit.  In these new planning requirements, 

exemptions for "industrial processes" are becoming more difficult to obtain.  

The case study modelled is a new data centre being built in London: one of 

the many cities in the UK where energy efficiency is a requirement.   

 The Greater London Authority (GLA) has instated a plan to reduce 

energy use, supply energy efficiently, and to use renewable energy.  As part of 

this “Energy Strategy,” the GLA have implemented guidelines for new building 

projects.  These guidelines state that developments will reduce their carbon 

dioxide emissions by 20 percent from on-site renewable energy generation.  

The guidelines state that this provision may be bypassed if it is shown to be 

infeasible.  The renewable energy technology allowed includes: biomass 

fuelled heating, cooling and electricity generating plant, biomass heating, 

combined heat and energy and cooling, communal heating, cooling and 

energy, renewable energy from waste, photovoltaics, solar water heating, 

wind, hydrogen fuel cells, and ground-coupled heating and cooling (GLA, 

2008).   

 For each proposed major development, an assessment of energy 

demand and carbon dioxide emissions is required.  This assessment will 

provide a basis for the GLA to measure energy and carbon dioxide emissions 
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savings after the implementation of energy efficient and renewable 

technology.  In the case of the data centre modelled in this study, multiple 

technologies will need to be put into place to attempt to meet the energy 

efficiency requirements of the GLA, and even then, the 20 percent reduction in 

emissions may not be possible.  The planners for the data centre in question 

have considered a number of technologies approved by the GLA for emission 

reduction purposes (WSP Group, 2008).   

 The first of these technologies is combined cooling, heat and power 

(CCHP).  This system uses gas fired CCHP engines to provide the primary 

power to the data centre.  Absorption chillers are linked to the CHP engines to 

provide the primary cooling to the data centre.  In the case of a loss of gas 

supply for the CHP engines, the data centre would require a back-up electrical 

source in the form of an electrical grid connection.  In this same case in which 

the CHP engines cannot run, the primary cooling would also be unable to cool 

the data centre, so the data centre would require a second chiller system.  

WSP determined that the energy consumption by the CHP engines would 

produce more CO2 emissions than the case without CCHP.  In addition to the 

increase in emissions, the full back-up HVAC plant would be an impractical 

installation.   

 The second technology explored by the data centre planners was 

renewable energy generation.  Unfortunately, the location of the data centre 

does not allow for the practical implementation of many technologies.  The 

data centre is located in a busy urban area, so the installation of wind 

turbines, for example, would not be feasible.  Small turbines, while installable 

on the roof of the building, would not be ineffectual because of the urban 

landscape.  Since the data centre does not need to produce heat, solar 

thermal panels are unnecessary, and the available area would be too small to 

power a significant absorption cooling plant.  Photovoltaics (PV) are a 

possibility, but the roof space for their installation is limited by the installation 

of dry liquid coolers on the roof.  If the roof space were available, and even if 

the whole roof was covered, the PV output would be dwarfed by the electricity 

use of a data centre.   

 The third strategy explored by the data centre planners was to use the 

waste heat from the cooling system for a useful purpose in the community.  
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The location of the data centre makes this option the most ideal of the three, 

since residential buildings are nearby for community heating purposes, and 

more than one building could take advantage of the heat provided by the data 

centre.  While this strategy does not reduce the carbon emissions of the data 

centre itself by 20 percent, it is the plan that creates the biggest emissions 

reduction of the three at the community level. 

 

2. Methodology 

In this case study, the data centre will be modelled in a comprehensive energy 

systems simulation software package called TRNSYS (Klein et al, 2004).  The 

following section describes the modelling program: its uses, its components, 

and how the case study data centre was modelled using the program. 

2.5. TRNSYS Basics 

What is it used for? 

 In this project, the model of the heating and cooling systems will be 

completed on TRNSYS, which stands for Transient System Simulation.  

TRNSYS is a program used for “transient simulation of thermal systems” 

through a modular interface.  The program is used to help researchers and 

professionals alike in determining the validity and workability of new energy 

concepts.   

How it works 

 By linking together pieces of a thermal system, the user can simulate 

an existing system, or he or she can model a new system to determine how it 

will work.  Altering the input, output, and parameters according to the user's 

specifications can modify TRNSYS components, called "Types".  Each Type is 

modelled by a set of mathematical equations in the TRNSYS “simulation 

engine.”  Standard TRNSYS components include, but are not limited to, 

thermal storage, solar collectors, building loads, heat exchangers, HVAC 

components, controllers, hydronics, electrical components, and physical 

phenomena such as temperature and psychometrics.   
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2.6. Data centre Model 

TRNSYS Model — Components used 

 In this project, TRNSYS is used to model the data centre and its 

heating, ventilation, and air conditioning (HVAC) systems.  The data centre is 

modelled as a single zone building with a heating output equal to the electrical 

load the servers and computers require.  The hot air in the data centre travels 

up through air vents to the room air conditioning units (RACUs) where it is 

cooled and re-circulated.  The RACU is modelled as a basic heat exchanger 

with air on one side and water on the other.  On the liquid side of the RACU, a 

variable speed pump is used to ensure the air is cooled enough to keep the 

data centre fully functional.  In the model, a PID controller is used to regulate 

the flow rate of the chilled water into the RACU so that the internal 

temperature of the data centre does not exceed 24° C.  Once the chilled water 

has been used in the RACU to cool the circulating air, it is pumped into the 

chiller.  The RACU model uses a curve fit equation to model the overall UA 

value of the heat exchanger for different water flow rates (the air flow rate is 

fixed in this configuration). 

 The condenser water from the chiller is pumped to the dry fluid coolers.  

A flow diverter and mixer are used to circulate any water returning to the 

chiller above or below 20 °C.  If the water is above 20 °C, it will flow to the dry 

fluid cooler, and if it is below, it will circulate until it is mixed with the warm 

condenser water, and it reaches 20 °C.  Two PID controllers control the 

temperature of the condenser water returning to the chiller — one controlling 

the temperature to which the dry fluid coolers cool the condenser water, and 

one controlling the amount of water going to the dry fluid coolers as opposed 

to circulating back through the chiller.   

 In the simulations that implement community heating, an approximation 

of a residential heating load is used.  The file simulates the peak heating 

demands of the morning and evening hours as well as the reduction of 

heating demands in the afte rnoon and overnight.   

 In the free cooling simulations, an additional heat exchanger is used.  

Unlike the RACU heat exchanger, the free cooling heat exchanger is modelled 

as a constant effectiveness heat exchanger.  This was selected for the sake of 
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simplicity, as it assumes the free cooling heat exchanger is correctly sized to 

operate at the design effectiveness. 

 

Chiller Specifications 

 The chillers used in the case study are Trane CVGF 1000 water-cooled 

centrifugal compressor chillers.  Each chiller has a cooling capacity of 2750 

kW for a total building cooling capacity of 16500 kW.  The chillers are rated at 

572.9 kW (compressor power) each, and they have COP of 4.81.   

Room Air Conditioning Unit Specifications 

 The RACUs used in the case study are Liebert Hiross HPM model 

L12UC units.  The case study design calls for 20 RACUs per floor, but only 15 

are needed on each floor to meet the load.  Each RACU fan can blow 26,500 

cubic metres per hour with a total fan power per unit of 7.98 kW.  The RACUs 

also have a 90.6 kW net cooling capacity.   

Dry Fluid Cooler Specifications 

 In the case study modelled, 40 dry fluid coolers are in use on the roof 

of the data centre.  Each unit has a capacity of 337.50 kW.  There are 14 fans 

in each unit, each with an 800 mm diameter.  This array of dry fluid coolers is 

designed to keep the noise levels to a minimum since the case study data 

centre is in a highly populated area.   

Simulation assumptions 

 The case study data centre modelled in this project is designed with 

138 RACUs, six chillers, and 42 dry coolers to effectively cool the building.  

However, the simulation uses only one of each of these components in the 

model.  By programming each component to represent the total energy, flow 

rate, and effectiveness of all the parts, only one TRNSYS component is 

needed to effectively, and accurately model the actual data centre.   

 The kilograms of carbon dioxide emissions produced by the data 

centre’s electricity load were determined using DEFRA’s guidelines to 

greenhouse gas conversion factors (DEFRA, 2007).  According to the 13 July 

2007 guidelines for company reporting, the conversion factor for electricity is 

0.4300 kg of CO2 per kWh of electricity use.  For this case study, the long-
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term marginal factor is used to assess energy savings measures. 

 To model the residential heating load for the community heating cases, 

a typical heating load for a residential building was scaled up to a level near 

that of the data centre's IT load.  The community heating scheme uses a heat 

pump and the exact amount of heat that is drawn from the data centre 

depends on the heat pump COP.  In this project, the heat pump COP was 

simply estimated by a linear function of the inlet temperature:  

, 

Equation 2: COP for Community Heating Heat Pump 

where Tin is the temperature of the water entering the community heating 

system. 

 

2.7. Description of all cases modelled: 

No Free-Cooling 

Base Case 

 The figure below shows a simplified schematic of the base case model.  

In the figure, and in the schematics of the subsequent cases, not every 

component is shown.  In all six cases, on either side of the chiller, a low-loss 

header is used to maintain a constant flow rate to the chiller, while allowing 

the variable speed pump to adjust its flow rate to the RACU or to the dry fluid 

cooler to meet the system’s temperature requirements.  Additionally, the 

controllers on the dry fluid cooler fans, and the variable speed pumps are not 

shown.   
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Figure 6: Simplified model of the base case 

 

 In the base case, the data centre HVAC system uses three main 

components: the RACUs, the chiller, and the dry cooler.  In this system, the 

hot air pumped through the ceiling air vents of the data centre is cooled in the 

room air conditioning units (RACUs) and the cold air is pumped back into the 

data centre through vents in the floor.  The RACUs act like a heat exchanger, 

with air on one side, and water on the other.  The cold water used to cool the 

hot air from the data centre is pumped through a chiller to be cooled before 

returning to the RACU.  The flow rate of the water running from the chiller to 

the RACU is controlled to maintain an internal temperature of 24 °C inside the 

data centre.  In the chiller, the condenser water is pumped out to the liquid dry 

cooler to be air cooled before returning to the chiller.  This condenser water 

returning to the chiller is maintained at 20 °C to keep the chiller running 

efficiently.  To do this, a controller adjusts the flow rate of the variable speed 

pump leading to the dry coolers.  A flow diverter is used to loop the condenser 

water that does not need cooling by the dry coolers back to the chiller.   
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RACU Side Community Heating 

 The figure below shows a simplified model of the case in which 

community heating is utilised using the hot water returning from the RACU to 

the chiller.   

 

Figure 7: Simplified Model — Residential Heating Load on Chilled Water Side 

 

 In the cases that implement community heating, hot water is pumped 

from the cooling loop to the nearby residential building.  There, the heat is 

transferred through a heat exchanger and used in a variety of ways — for 

what ever the residential user’s heating needs require.  Then, after the 

residential building has taken their required heat from the water, it is pumped 

back to the data centre cooling system, a few degrees cooler than when it left.  

In this first case, the hot water for the community heating is taken from the 

system between the RACU and the Chiller.  In this study, the water reaches 

the heating load at a temperature of 19 °C, and returns to the HVAC system at 
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a temperature anywhere from 16.1 °C (a 3 °C difference) in January and 

December to 18.4 °C (a 0.6 °C difference) in July and August.  By lowering 

the temperature of the water entering the chiller, the chiller does not need to 

work as hard, and therefore, the system saves energy.  Since the chiller is 

operating at a lower temperature, the dry cooler should also not need to work 

as hard.   

 

Condenser Side Community Heating 

 

Figure 8: Simplified Model — Residential Heating Load on Condenser Side 

 

 As seen in figure 3, in the second case in which the hot water is used 

for a nearby residential heating load, the hot water is taken from the system 

between the chiller and the dry cooler.  The water reaches the heating load at 

an average temperature of 24.8  °C, and it returns to the system at an average 

temperature of 24.2  °C.  This 0.6 °C average reduction of the condenser 

water temperature going to the dry coolers means the fans do not need to 

work as hard to cool the condenser water as they would otherwise.  The 
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system is still controlled to return the water to the chillers at 20 °C.  This 

means the chiller energy use is relatively unaffected by the residential heating 

load.   

 

Free-Cooling 

Base Case 

 

Figure 9: Simplified Model — Base Case with Free Cooling 

 In the case that implements free cooling, the data centre HVAC system 

works almost identically to the base case, with one difference.  During colder 

months, the hot water returning from the RACUs bypasses the chillers, and 

instead is cooled directly by the outside air, using the dry coolers.  This is 

called “free cooling,” because in essence, the cooling is done for free by the 

environment.  In reality, the free part of the free cooling only refers to the 
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chiller which uses far less energy in free cooling mode, shutting down 

completely at times, than in the standard HVAC cycle.  The dry coolers, on the 

other hand, have to work harder.  Rather than cooling the condenser water to 

20 °C, the dry coolers are working to cool the circulating hot water all the way 

to 8 °C.  However, since the chillers use around ten times as much energy as 

the dry coolers, an increase in the dry cooler use does not affect the overall 

energy use as much as the decrease in the chiller use does.  The chillers are 

virtually unused on cold days.   

 The free cooling is most useful in the winter months, and it can also be 

utilized at night during the cooler spring and autumn months.  In this 

simulation, free cooling is put into effect any time the outside temperature 

drops below 8 degrees centigrade.  If the target temperature for the chilled 

water was much higher than 8 degrees centigrade, the free cooling could be 

put into effect at a higher temperature.  In this simulation, however, the target 

chilled water temperature is 10 °C.   
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RACU Side Community Heating 

 

Figure 10: Simplified Model — Free Cooling with Load on Chilled Water Side 

 In the case that combines free cooling and community heating on the 

RACU side, the system grows slightly more complex.  During times in which 

free cooling is not in effect, the system runs identically to the RACU Side 

community heating case without free cooling.  However, with free cooling in 

effect, the hot water returning from the residential load is pumped through the 

free cooling heat exchanger, bypassing the chiller.  This is in contrast to the 

free cooling case without residential heating, in which the water returning from 

the RACU was pumped through the free cooling heat exchanger directly.   

 In this study, the water reaches the heating load at a temperature of 

19 °C.  The hot water returns to the HVAC system at a temperature anywhere 

from 16.1 °C (a 3 °C difference) in January and December to 18.4 °C (a 

0.6 °C difference) in July and August.  Since free cooling does not affect the 
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cooling system until after the hot water returns from the residential heating 

load, this temperature difference stays the same in both cases with and 

without free cooling.   

 

Condenser Side Community Heating 

 

Figure 11: Simplified Model — Free Cooling with Load on Condenser Water 

Side 

 In this case, the model combines the free cooling model with the 

condenser side community heating model.  This model works the same way 

as the condenser side community heating model without free cooling when 

the free cooling is not in effect.  When the free cooling is in effect, the only 

difference between it and the standard free cooling model is that the 

condenser water leaving the chiller is pumped to the residential heating load 

prior to reaching the dry coolers.   
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3. Data Analysis 

3.8. Results 

 In the following section, six scenarios are modelled to determine the 

following: 

  the amount of electrical energy used by the data centre 

  the breakdown of that energy use by data centre component 

  the amount of carbon dioxide emissions created by the data 

centre. 

The first scenario is considered the “Base Case” because it does not include 

any energy savings measures.  The results of this base case are used for 

comparison purposes for the other five scenarios to determine how much, if 

any, energy was saved.  

 For all six cases, the total energy used by the HVAC system, or the 

“Total HVAC load” refers to the sum of the energy used by the RACU fans, the 

chillers, the dry coolers, and all the pumps needed to keep the cooling system 

running.  The total heat emitted by the IT equipment, the uninterruptible power 

supply (UPS), and casual gains such as lights and other equipment is often 

referred to as the “IT Load.”  This load remains constant for all six simulations 

at 10.2 MW, or 89.6 GWh over the course of the year. 

Standard Cooling System 

Base Case 

 In the base case of the data centre, the total yearly energy used for the 

HVAC system is 32.5 GWh.  The components that make up that total energy 

use are the chiller, the RACU fan, the dry cooler fan, and the pumps.  The 

components that change the most from case to case are the chiller and the 

dry cooler fan.   
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Figure 12: Allocation of Energy Use in a Data Centre 

 The figure above shows the breakdown of the data centre energy 

consumption by type.  Over half of the energy is used by computer 

equipment, and almost 30 percent of the electricity goes towards powering the 

HVAC system.  In this base scenario, the chiller makes up 53 percent of the 

HVAC electricity consumption, using 16.1 GWh over the course of the year, 

while the dry cooler fans use 0.7 GWh — only 2.3 percent of the HVAC 

system.  32 percent of the HVAC energy use goes towards the RACU fans.  

Their use of 9.6 GWh of energy remains constant across all six scenarios.  In 

combination with the IT load, the base case uses 109 GWh of electrical 

energy in a year.   

 In total, the HVAC system of the base case data centre with no free 

cooling or community heating produces 12,978 tonnes of CO2 emissions.  

According to the Energy Saving Trust, each UK household produces 

approximately 6 tonnes of CO2 emissions annually.  The data centre modelled 

in this study emits as much CO2 as nearly 2,200 households.  With the IT 

load, UPS, and casual gains (referred to hereafter as simply the IT load) 

included, the base case emits 47 thousand tonnes of CO2, or enough to 

account for 7,800 UK households.  
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RACU Side Community Heating 

 In the case in which the hot water was taken from the RACU side of the 

data centre HVAC system, the data centre used 26.2 GWh of energy in total 

for the entire year.  On average, the energy used for the HVAC system in this 

case is 86.7 percent of the energy used in the case without any community 

heating.  Monthly, January showed the biggest energy savings — the 

community heating scheme saved 20.12 percent — or a total savings of 507 

MWh.   

 Figure 13, below, shows the relationship between the temperature 

difference in the water entering and returning from the residential heating load 

(the blue line), and the overall energy savings in MWh (the red line) of the 

data centre by month.  So, just as January had the biggest energy savings, it 

also exhibited the largest change in temperature between going to and 

returning from the residential building for community heating purposes. 

 

Figure 13: HVAC Energy Use as affected by Community Heating from the 

chilled water loop 

 

As shown in Figure 13, over the course of the month, the residential heating 
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load reduced the water temperature by an average of 3.83 °C.  Conversely, 

July modelled the least energy savings — only 4.37 percent lower than the 

case with no community heating, or 117.8 MWh of energy savings.  July was 

also the month that produced the least change in hot water temperature from 

the residential heating load, reducing the hot water temperature by an 

average of only 0.81 °C throughout the month.   

 In total, the data centre with no free cooling and community heating 

from the chilled water side of the cooling system produces 11,250 tonnes of 

CO2 emissions with the HVAC system alone, and emits approximately 45,300 

tonnes of CO2 with the IT load.  By removing some heat from the data centre 

to provide free heating to nearby residential buildings, this system 

configuration reduces the data centre emissions by 1,728 tonnes of CO2.  

That savings accounts for about 288 average UK homes.   

 

Figure 14: Week 1 Results — RACU Side Community Heating 

 

 As seen in Figure 14, the temperature of the hot water going to the 

residential heating load from the RACU (the fuchsia line) stays relatively 

constant around 20.3 °C.  The temperature of the hot water leaving the 

residential heating load, entering the chiller (the orange line) is dependent on 
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the actual load (the red line) of the residential building.  As the heating load 

increases, the temperature of the hot water returning to the cooling system 

decreases, and as the heating load decreases (like in the middle of the day 

when the tenants are at work or at school), the hot water returning to the 

cooling system is hotter.  The blue line in Figure 14 is the power used by the 

chiller, in kJ.  The chiller power follows the same trend as the hot water 

returning from the residential heating load, since the chiller is cooling that 

water.  When the water returning from the community heating load is high, the 

chiller has to work harder to cool it, whereas, when the temperature of the 

water is cooler, when the residents are using more heat, the chiller does not 

need to work as hard since the community heating scheme has already 

cooled the hot water in the chilled water loop.  The green line represents the 

outside air temperature.  Since this sample week is in January, the 

temperatures are consistently below 12 °C.   

 

Condenser Side Community Heating 

 In the case in which the hot water was taken from the condenser water 

leaving the chiller to heat the residential building nearby, the savings was 

insignificant in comparison to the previous case.  As explained in the 

methodology section, the water returning to the cooler is controlled to stay at 

20 °C to keep the chiller running at its best efficiency.  Because of this 

temperature control, providing free heating to the nearby residential building 

has no effect on the chiller performance.  The temperature difference in the 

condenser water caused by the residential heating load will affect the dry 

coolers, however.  In this case, the dry coolers use less energy than in the 

base case — providing a 14.4 percent savings in the dry cooler energy use.  

However, since the dry coolers do not constitute the majority of the data 

centre’s load, the savings is minimal.  In fact, the 14.4 percent savings in the 

dry coolers only accounts for 100.9 MWh of the entire savings.  In total, this 

case uses 99.7 percent of the total HVAC energy used in the base case, or 

99.9 percent of the total energy including the IT load. 

 Despite having an overall low energy savings in this case with 

community heating on the condenser water side, the savings still change 
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significantly from month to month.  Figure 15, below, shows the relationship 

between the temperature difference in the water entering and returning from 

the residential heating load (the blue line), and the overall energy savings in 

MWh (the red line) of the data centre by month.  However, unlike in the 

previous case with free cooling on the RACU side of the HVAC system, the 

monthly savings do not show a correlation to the temperature difference in the 

water going to and coming from the residential heating load.  When analysing 

the savings by month, the smallest HVAC energy savings occurred in 

December, and both March and November showed an increase in energy use 

from the base case.  In December, this scenario used 0.01 percent less than 

in the base case — a total savings of only 140 kWh.  In November, the case 

with community heating on the condenser side used nearly 2 MWh more than 

the base case did.   

 

Figure 15: HVAC Energy Use as affected by Community Heating from the 

condenser water loop 

 

As shown in Figure 15, September was the month with the highest 

percentage of savings at 0.82% — the equivalent of 20.9 MWh.  Over the 

course of that month, the community heating load reduced the water 

temperature by an average of 0.43 °C.   
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 In total, the data centre with no free cooling and community heating 

from the condenser water side of the cooling system produces 12,944 tonnes 

of CO2 emissions from the HVAC components.  By providing free heating to 

nearby residential buildings, this data centre model saves 33 tonnes of CO2 

from being produced.  That accounts for just over five average UK homes.   

 

Figure 16: Week 1 Results — Condenser Side Community Heating 

 As seen in Figure 16, the temperature of the hot water going to the 

residential heating load from the chiller (the fuchsia line) is not as constant as 

it is in the case with community heating on the RACU side of the cooling 

system.  In this case, rather than staying constant at 20.3  °C, the condenser 

water entering the residential load oscillates around 23 °C.  The temperature 

of the hot water leaving the residential heating load, and returning to the flow 

diverter (the orange line) is dependent on the actual load (the red line) of the 

residential building, much like in the last case.  However, in this case, the 

amount by which the temperature changes isn’t as great.  As the residential 

heating load increases, the temperature of the condenser water returning to 

the cooling system decreases slightly, and as the heating load decreases, the 

temperature of the condenser loop water returning to the cooling system is 

increases.  The blue line in Figure 16 is the power used by the chiller, in kJ.  



 

36 

Unlike the previous case, the chiller power remains constant despite the 

temperature of the water returning from the residential heating load.  Since 

the water returning to the chiller is maintained at 20 °C by a PID controller, the 

residential heating load has no effect on the chiller power.   

 

Free-Cooling 

Base Case 

 In total, free cooling reduces the energy consumption of the standard 

cooling system by 19.9 percent, or 6.0 GWh.  Most of the savings comes from 

the chiller — with the chiller using 32 percent less energy than the chiller in 

the case without free cooling.  The dry coolers require 1.46 times as much 

energy in the free cooling case than in the standard cooling set-up, but the 

savings from the chiller is large enough to make the extra dry cooler use a 

non-issue.  To illustrate, the 32 percent savings in the chiller consumption 

accounts for 5.1 GWh of the total savings, while the increase in the dry cooler 

use is only 323 MWh.  Including the IT load, the total savings accounts for 5.5 

percent of the entire electricity load. 

 The base case data centre with free cooling or community heating 

produces 10,397 tonnes of CO2 emissions from the HVAC system: enough to 

account for just over 1,700 homes.  By implementing free cooling, this data 

centre model saves 2,580 tonnes of CO2 from being produced.  That accounts 

for the emissions of 430 average UK homes each year. 

 

RACU Side Community Heating 

 By implementing free cooling and the residential heating load on the 

chilled water side of the cooling system, the total energy saved is 26.3 percent 

of the original cooling system without free cooling.  That makes the total 

HVAC savings 7.9 GWh of energy.  In addition to the 5.1 GWh of energy 

saved by the chiller from free cooling, the community heating reduces the 

chiller energy by an additional 1.5 GWh.  The dry coolers, in this case, do not 

need as much additional energy to cool the condenser water as in the free 

cooling case without the community heating.  With free cooling and the 
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residential heating load removing heat from the system, the dry coolers save 

17.4 percent of the energy used for the dry cooler fans in the standard cooling 

base case, saving 52.2 MWh.  This is an increase in the energy use by the 

dry coolers in the case with community heating on the RACU side without free 

cooling, but not by much. 

 Figure 17, below, shows the relationship between the temperature 

difference in the water entering and returning from the residential heating 

load, and the overall energy savings in MWh of the data centre by month.  

Like the case with RACU side community heating without free cooling, the 

total energy saved by the data centre by month follows the same curve as the 

temperature difference in the water going to and coming from the residential 

building for community heating purposes.  Monthly, January showed the 

biggest energy savings.  The combination of free cooling and community 

heating on the RACU side of the cooling loop saved 43.8 percent of the HVAC 

load in January — or a total savings of 1,103 MWh.   

 

Figure 17: HVAC Energy Use as affected by Free Cooling and Community 

Heating from the chilled water loop 

Accordingly, as shown in the figure above, January showed the biggest 

reduction in temperatures between the hot water entering and exiting the 

residential heating load.  Over the course of the month, the load reduced the 
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water temperature by an average of 3.83 °C.  July, once again modelled the 

least HVAC system energy savings — only 5.9 percent lower than the case 

with no community heating, or 159 MWh of energy savings.  July was also the 

month that produced the least change in hot water temperature from the 

residential heating load, reducing the hot water temperature by an average of 

only 0.81 °C throughout the month.   

 In total, the data centre with free cooling and community heating from 

the chilled water side of the cooling system produces 9,565 tonnes of CO2 

emissions.  By not only implementing free cooling, but also providing free 

heating to nearby residential buildings, this data centre model saves 3,410 

tonnes of CO2 from being expelled into the environment.  That accounts for 

the emissions of just over 560 average UK homes.   

 

Figure 18: Week 1 Results — RACU Side Community Heating with Free 

Cooling 

 As seen in Figure 18, just like in the RACU Side Community Heating 

case without free cooling, the temperature of the hot water going to the 

residential heating load from the RACU (the fuchsia line) stays constant 

around 20.3 °C.  The temperature of the hot water returning to the chiller from 

the community heating load (the orange line), again, has an inverse 
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relationship to the actual heating load (the red line) of the residential building.  

As the heating load increases, the temperature of the hot water returning to 

the cooling system decreases, and as the heating load decreases, the hot 

water temperature returning to the cooling system increases.  The blue line in 

Figure 18 is the power used by the chiller, in kJ.  Unlike the case without free 

cooling, the chiller power does not exactly follow the same trend as the hot 

water returning to the chilled water loop.  In this case, the chiller power is 

dependent not only on the temperature of the water returning from the 

residential load, but also it is dependent on the outside air temperature.  The 

green line represents the outside air temperature.  Since this sample week is 

in January, the temperatures are consistently below 12 °C, and often times, 

the temperature is below 8 °C.  When the outside air temperature is below 

8 °C, free cooling is put into effect, so the chiller is bypassed, as the water 

returning from the community heating scheme is cooled by the outside air via 

the dry coolers.  For the last four days of this sample week, free cooling is in 

effect almost all the time, so the chiller is doing very little work.  At the 

beginning of the week, however, when the temperature is above 8 °C, the 

chiller will still follow the same trend as in the case without free cooling: when 

the water returning from the community heating load is high, the chiller has to 

work harder to cool it, whereas, when the temperature of the water is cooler, 

when the residents are using more heat, the chiller does not need to work as 

hard since the community heating scheme has already cooled the hot water in 

the chilled water loop. 

 

Condenser Side Community Heating 

 By implementing free cooling and the residential heating load on the 

condenser water side of the cooling system, the total energy saved is 17.4 

percent of the original cooling system with no free cooling.  That makes the 

total energy saved less than in the free cooling case without any residential 

heating load.  The total HVAC system savings are 5.3 GWh of energy, with the 

chiller saving 3.9 GWh of energy, and the dry cooler fan uses 17.2 MWh of 

energy less than the base case.   

 In the following figure, the data centre energy savings by month are 
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compared with the reduction in temperature in the condenser water loop 

caused by the community heating scheme.  Monthly, January showed the 

biggest energy savings — the community heating scheme combined with free 

cooling saved 32.8 percent from the HVAC load— or a total savings of 825 

MWh.   

 

Figure 19: HVAC Energy Use as affected by Free Cooling and Community 

Heating from the condenser water loop 

As Figure 19 shows, the monthly energy savings correlate closely with the 

amount of heat removed from the condenser water loop by the residential 

heating load.  Accordingly, as shown in the figure above, January showed the 

biggest reduction in temperatures between the hot water entering and exiting 

the residential heating load.  Over the course of the month, the load reduced 

the water temperature by an average of 0.92 °C.  July modelled the least 

energy savings — only 2.1 percent lower than the base case, or 57.3 MWh of 

energy savings.  July was also the month that produced the least change in 

hot water temperature from the residential heating load, reducing the hot 

water temperature by an average of only 0.2  °C throughout the month.   

 In total, the data centre with free cooling and community heating from 

the condenser water side of the cooling system produces 10,718 tonnes of 

CO2 emissions.  By providing free heating to nearby residential buildings, and 
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by implementing free cooling, this data centre model saves 2,259 tonnes of 

CO2 from being produced.  That CO2 savings accounts for the emissions of 

about 376.5 average UK homes.   

 

Figure 20: Week 1 Results — Condenser Side Community Heating with Free 

Cooling 

 As seen in Figure 20, the temperature of the hot water going to the 

residential heating load from the chiller (the fuchsia line) acts unlike any other 

case.  The changes in the temperature of the condenser water follow most 

closely to the shape of the chiller power curve (the blue line).  Like in the case 

with the community heating on the condenser water side, the temperature is 

around 23 °C, but unlike in that case, the temperature in this case fluctuates 

significantly more.  The temperature of the hot water returning to the dry 

coolers from the community heating load (the orange line), as a result, follows 

a similar curve.  The temperature curve of the water returning from the 

residential load is not identical in shape to the curve of the water going to the 

residential load, since it is also affected by the magnitude of that heating load.  

As the heating load increases, the temperature of the hot water returning to 

the cooling system decreases, and as the heating load decreases, the hot 

water temperature returning to the cooling system increases.  The power used 
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by the chiller, in kJ, also takes on a different shape than it did in the case with 

the residential heating load on the condenser side but without free cooling.  

Unlike the case without free cooling, the chiller power does not stay constant 

throughout the week.  In this simulation, the chiller power is dependent on the 

outside air temperature, represented by the green line.  Since this sample 

week is in January, the temperatures are consistently below 12 °C, and often 

times, the temperature is below 8 °C.  When the outside air temperature is 

below 8 °C, free cooling is put into effect, so the chiller is bypassed, as the 

water returning from the RACUs is cooled by the outside air via the dry 

coolers.  For the last four days of this sample week, free cooling is in effect 

almost all the time, so the chiller is doing very little work.  At the beginning of 

the week, however, when the temperature is above 8 °C, the chiller will still 

follow the same trend as in the case without free cooling: a constant output 

near 2 MW.   

 

3.9. Discussion 

Case Study Comparison 

 

Figure 21: Comparison of total power and work done by the chiller 

 Figure 21, above, compares the total HVAC power for all six data 
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centre models.  On the left hand side of the figure, the six columns represent 

the total energy consumed by the HVAC system in the six cases.  From left to 

right, it is easy to see that the base case uses the most energy, and the free 

cooling case that implements community heating in the chilled water loop 

uses the least amount of energy.   

 The biggest component of the HVAC load is the chiller load, and the 

right two sets of columns show the heat transfer that occurs in the chiller.  The 

middle set of columns is the heat transfer value in the evaporator (chilled 

water side) for each of the cases.  This is the amount of heat transfer that 

occurs when the refrigerant in the chiller evaporates as a result of coming in 

contact with the hot water returning from the RACU.  The far right set of 

columns is the heat transfer value in the condenser for each of the six cases.  

This is the amount of heat transfer that occurs when the refrigerant in the 

chiller condenses back to a liquid when, in the condenser of the chiller, it 

comes into contact with the cool water returning from the dry coolers.  The 

difference between the columns (QChillerCoW - QChillerChW) is the amount 

of work done by the compressor, or the energy needed by the chiller to do its 

job.  The bigger the difference between the columns, the more energy is 

needed by the chiller.  For example, the base case shows a large difference 

between the QChillerChW and the QChillerCoW values, while the case with 

free cooling and community heating on the chilled water side shows a much 

smaller difference.  The value of the heat transfer that occurs in the condenser 

is also a good indicator of how much power the dry cooler will need to expel 

the heat from the condensing refrigerant.  So, as that number decreases, the 

amount of power needed by the dry cooler will also decrease.   
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Figure 22: Monthly energy consumption for all six scenarios 

Figure 22 shows the monthly energy consumption for the HVAC system in the 

data centre for all six cases.  The base case (the red line) is relatively high for 

all twelve months, with an increase in consumption during the summer 

months.  Since in the summer months the ambient air temperature is higher, 

the dry cooler fans are running at a higher speed than in the winter months.  

As a result, the chillers are working harder.   

 Just below the base case is the case with community heating on the 

condenser water loop.  This case shows the opposite trend as the other five 

cases.  In this simulation, the residential heating load cools the water going to 

the dry cooler.  The condenser water is controlled to stay at 20 °C when 

returning to the chiller, so the chillers do no t work less than in the base case.  

In the summer months, however, the return temperature to the condenser is 

sometimes higher than 20 °C even when the dry cooler fans are running at full 

speed. In these cases, the residential heating load helps to reduce the dry 

cooler load, thus making the summer months save more energy in 

comparison to the base case than the winter months do.   

 The green line on the graph is the case in which waste heat for the 

community heating scheme is taken from the chilled water loop after the 

RACU but before the water is returned to the chiller.  This scenario reduces 
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the temperature of the water entering the chiller, so the chiller does not need 

as much energy to cool the water.  This, in turn, keeps the condenser water 

loop at a slightly lower temperature than in the base case, reducing the dry 

cooler fan load, as well.  The savings in this case are dependent primarily on 

the amount of heat the community heating scheme removes from the chilled 

water loop.  As a result, the majority of the savings occur in the winter months 

when the heat demand is high, and fewer savings occur in the summer 

months when there is less of a demand for heat.   

 The free cooling base case is represented in Figure 22 by the light blue 

line.  The savings in this case are based on the ambient temperature.  When 

the temperature drops below 8 °C, free cooling goes into effect.  Free cooling 

works by using the outside air to cool the water returning from the RACUs by 

using the dry liquid chillers.  When free cooling is in effect, the chillers are 

bypassed.  Since the chillers make up 56 percent of the HVAC load in the 

base case, bypassing the chillers any time the temperature is below 8 °C can 

have a large impact on the energy use of the data centre.  As evidenced by 

the graph, free cooling affects the energy consumption the most during the 

winter months, and it has very little impact during the summer months.   

 The case in which free cooling is combined with a residential heating 

load on the condenser water loop is marked on the graph by the dark blue 

line.  Unlike in the cases without free cooling in which the residential heating 

saved energy in comparison to the base case, this scenario with residential 

heating uses more energy than the base case with free cooling. This may be 

because while free cooling is in effect, less water is flowing through the chiller 

to the residential heating load, so the system is affected less by the effects of 

the reduced water temperature due to the community heating load.  Also, the 

dry cooler, in this case is working harder because of the free cooling.   

 The case that uses the least amount of energy is the case that 

combines the community heating scheme from the chilled water loop and free 

cooling.  It is represented by the orange line in Figure 22.  This case saves 

energy in comparison to the base case for a number of reasons.  First, the 

residential heating load reduces the temperature of the water needing to be 

cooled in the chiller, thus reducing the chiller’s load.  Secondly, the free 

cooling allows the chilled water to bypass the chiller and be cooled by the 
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ambient air via the dry liquid coolers any time the ambient temperature is 

below 8 °C.  Finally, these two aspects can be combined.  Since the 

residential heating load lowers the temperature going to the chiller, when free 

cooling is not in effect, the residential heating load also lowers the 

temperature going to the free cooling heat exchanger when the ambient 

temperature is low enough for free cooling to be implemented.  This reduces 

the power needed by the dry cooler fans to cool the water to the chilled water 

set point.  Like both the free cooling base case, and the case with only 

community heating on the chilled water side, this scenario saves more energy 

in the winter months than in the summer months.   

 

Implications of Results 

 While this study determined that free-cooling and community heating 

both have a positive impact on the CO2 emissions of a data centre, the exact 

impact could be explored further.  With additional information regarding the 

actual heating requirements of the consumers in a community heating 

scheme, an accurate emissions reduction calculation could be undertaken to 

determine the total reduction in emissions for the producer and consumer of 

the heat.  For a community heating scheme to be effective, the producer has 

to be sure the heat provided is enough for the consumer’s needs.  Should a 

consumer in a community heating scheme require more heat than the 

producer can provide, the results could be devastating.  In the case study 

presented in this report, additional research could be done to determine the 

exact amount of heat transfer that can occur before the chilled water loop 

returns from the residential load at a temperature that is too low to be usable.  

Knowing that would allow the data centre planners to negotiate community 

heating systems with multiple customers.   

 In this case study, a number of assumptions were made to allow the 

modelling of the data centre.  By modelling the large numbers of individual 

components (RACUs, chillers, and dry coolers) as single, large components, 

the modelling program assumed the components would work as efficiently as 

group as they do as single components.  This assumption has its limitations.  

For example, in the actual data centre upon which the case study is based, 
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the roof is filled with 40 dry coolers.  For simplicity’s sake, the modelling 

program assumes each of the 40 components will act identically, and 

therefore, the 40 components will act like one component scaled up 40 times.  

In reality, however, because of fluid dynamics, the air flow near a dry cooler 

on the edge of the roof will be much different than the air flow near a dry 

cooler in the middle of the array.  As a result, the dry cooler on the edge of the 

roof will perform with a different efficiency than the dry cooler in the middle.  If 

a study which required more precision were to be undertaken, a 

computational fluid dynamics analysis of the roof and the dry coolers would 

need to be completed first.  The same could be said for the complexity of pipe 

flow within the large HVAC system, and the effects it has on chiller, RACU, or 

pump efficiency.   

 

4. Conclusions 

Fundamental Aim 

 Data centres use massive amounts of energy all day, every day.  One 

average data centre can use anywhere from 155 to 620 kWh per square foot, 

annually.  In other words, in only 30 to 180 square feet of space, a data centre 

uses enough electricity to power an average UK home (BERR).  With the 

constant growth of information technology, new data centres are being built, 

while old data centres are increasing the amount of IT power they can provide 

without increasing the building’s footprint.  Reducing the amount of energy 

used in data centres worldwide would make a significant impact in the global 

effort to reduce carbon emissions.   

 This case study was designed to determine the best way to reduce 

energy use, and the resulting CO2 emissions.  It aimed to give a solid base of 

information about data centres and the methods used to save energy within 

them.  This study also explored six variations on the design of a data centre 

and determined which design saved the most energy from the HVAC system.  

Background Information 

 Using an extensive literature review, this section aimed to define data 

centres, and explain their use, and why they use a large amount of energy.  
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This section reviewed the components of an HVAC system likely to be found 

in a data centre.  The concepts of free cooling and community heating were 

introduced in this section, also.  By presenting an overview of the components 

in a data centre, and the methods that can be used to save energy, this 

section paved the way for the more technical discussion of how such a large 

data centre would be modelled and analysed. 

Methodology 

 In the second section, this study explained the modelling systems that 

were to be used in the data analysis.  This section also explained the 

assumptions that were made for the purpose of simplicity in the modelling 

program.  In addition, the methodology section explained how each of the 

HVAC components worked together in each of the six cases to be modelled 

for the case study data centre.   

Data Analysis 

 In the case study presented, the data centre uses 30.2 GWh of energy 

annually at standard operating mode — without free cooling or district heating.  

By adding free cooling, the data centre reduced its energy use by 19.9 

percent, or 6 GWh.  That savings alone is enough to supply energy to 250 

average UK homes using 24,000 kWh annually.  In areas with cool climates, 

free cooling is an easy way for data centre operators to not only reduce 

energy use, but also cut utility costs.  Free cooling should be implemented in 

all new data centre builds in areas that can support it as best practice for 

energy efficiency.  Free cooling could also be implemented as a retrofit in data 

centres in cool climates.   

 Community heating schemes are the other energy savings method 

explored in this study.  Reusing the data centre’s waste heat in a nearby high 

rise residential building for free heating benefits both the data centre and the 

residential building’s owners.  Unfortunately, this set-up is only feasible in 

situations in which the data centre is built close to a building that could use 

the free heating provided by the data centre.  Should a data centre be built as 

part of an office complex, ideally, the waste heat from cooling the data centre 

would be used to heat the other buildings.  District heating schemes are most 

viable in situations in which both buildings (the data centre and the building 



 

49 

taking advantage of the free heating) are owned by the same company or 

individual.  In the case study, the data centre and the residential building are 

not owned by the same company, and the set up could be compromised 

should the owner of the residential building decide not to use the free heating, 

or if the building changed ownership.  However, in a situation in which both 

the provider and user of the heating are happy with the system, district 

heating can save energy for both parties.  In this case study, adding district 

heating without free cooling saved the data centre 13.3 percent of their base 

case energy load.  With district heating in addition to free cooling, the data 

centre saved 26.3 percent of the original load.   

Data Centre Energy Savings 

 Free cooling and district heating are both worthwhile energy savings 

methods for data centre use — each saving over ten percent of the base 

energy load in the case study.  However, both methods are contingent on 

conditions, such as climate and proximity to surrounding buildings, which are 

not always within the data centre owner’s control.  Climate plays a crucial role 

in free cooling.  If the data centre is located in a warm climate with fewer than 

3,000 hours of wet-bulb temperatures below 12.4 °C, free cooling is not a 

feasible source of energy savings.  Also, if a data centre is located in an area 

far away from other buildings, the use of the data centre’s waste heat for a 

community heating scheme may be out of the question.  In all cases, whether 

or not they can implement additional energy savings methods, data centres 

should implement best practice designs for both IT and HVAC energy 

efficiency. 
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Appendices 

1. SIMULATION DATA 

 

Table 1: Summary of results for Base Case 

 
 

Table 2: Summary of Results for RACU side Community Heating Case 
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Table 3: Summary of Results for Cooler side Community Heating Case 

 

 

Table 4: Summary of Results for Free Cooling base case 
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Table 5: Summary of Results for RACU side Community Heating Case with Free Cooling 

 
 

Table 6: Summary of Results for Cooler side Community Heating Case with Free Cooling 
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Table 7: Comparison of all six case study simulation results 

 

Table 8: Percentage energy savings with respect to Base Case simulation 
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2. DESIGN PARAMETERS USED IN TRNSYS 16 

The design parameters for the simulations are: - 

Data Centre: 

Volume = 19,200 m3 

Building surface area = 4,800 m2 

Building capacitance = 50,000 kJ/K 

Internal heat gains, excluding RACU fan power = All IT lighting + lighting + 

miscellaneous = 9,039 kW (32,540,398 kJ/hr). 

Building loss coefficient is negligible, i.e., loads such, as solar gains, and losses, 

through fabric etc are taken as negligible in TRNSYS program. 

 

Room Air Conditioning Units (RACUs) 

Rated fan power = 3,964,464 kJ/hr = 1,100 kW 

Rated flow rate = 4,461,540 kg/hr = 1,240 kg/s 

Design temperatures are: 24ºC returning from the data centre. 

 

In TRNSYS 16, only one RACU is modelled, but in reality 138 RACUs would be 

used. 

For the water side, the equivalent UA of the RACU is calculated using a regression 

on the water flow rate: 

UA [kW/K] = -12.444438 + 34.3267977*x - 15.3908699*x2 + 3.27705672*x3 - 

0.26623961*x4 

Where x is the chilled water flow rate in kg/s. The equation above is for one RACU 

with a design load of 76.5 kW so it is scaled up to model a series of parallel RACUs 

matching the total load of 9,039 kW. 

The water flow rate is set by a PID controller that keeps the return air (or the data 

centre room temperature in the model) constant at 24 °C. 
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3. NOMENCLATURE 

 

BERR  Department of Business Enterprise and Regulatory Reform 

CCHP  Combined Cooling, Heating and Power 

CO2  Carbon Dioxide 

COP  Coefficient of Performance 

DOE  Department of Energy 

EPA  Environmental Protection Agency 

GHG  Green House Gas 

GW Gigawatt 

GWh Gigawatt hours 

HVAC  Heating Ventilation and Air Conditioning 

IT  Information Technology 

kW  Kilowatts 

kWh  Kilowatt hours 

LBNL  Lawrence Berkeley National Laboratory 

MW Megawatt 

MWh Megawatt hours 

UPS  Uninterruptible Power Supply 

UK  United Kingdom 

US  United States of America 

 


